Multi-scale entropy and multiclass fisher’s linear discriminant for emotion recognition based on multimodal signal
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1. Introduction

The emotional condition has been of the particular attention in the health world recently. Many studies reported that emotion has a vital relationship with the health condition, both in positive and negative aspects. A study reported that positive emotions (happy, optimistic, etc.) had a significant impact on immune system improvement and decreased potential mortality [1]. On the contrary, negative emotional factors (such as anger, anxiety, sadness, depression, stress, etc.) were reported to cause a decrease in the immune system. In addition, extreme negative emotion conditions in an individual who has a history of chronic diseases can increase the risk of potential mortality more quickly. It is because of the negative emotion associated with a more significant autonomous system response than the positive emotion [1][2]. Therefore, to reduce the negative impact caused by the excessive negative emotion, a quick and accurate human emotion recognition system is needed. This system will later be used as the basis for developing an e-health-based emotional monitoring system. It can be used by doctors to treat patients and individuals to control the emotional condition that arises suddenly and spontaneously.

Recently, the study on emotion recognition has become a particular topic among researchers and practitioners. In the field of computation and human-computer interaction, emotion recognition utilized some physiological signal modalities, such as Electrocardiograph (ECG), Electroencephalograph (EEG), Pulse rate (PR), Galvanic Skin Response (GSR), Oxygen Saturation (SpO₂), blood volume pressure (BVP), Finger Temperature (FT), Respiration Rate (RR), Heart Rate (HR), Carbon Dioxide (CO₂) and so on. In this context, the use of SpO₂ and PR signals are still limited. The previous study utilized physiological signals with both other modality (known as multimodal signals) and a single modality. Some researchers used SpO₂ signal for emotion recognition combined by other physiological signals, such as what is done by Begum et al. [3], Huang et al. [4], and Wen et al. [5]. Begum et al. combined SpO₂ with FT, RR, HR, and CO₂ signals [3], Wen et al. combined with SpO₂ with GSR and HR signals [5], and Huang et al. combined it with GSR and ECG signals [4]. In another case, Marzuki et. al. only used PR signal to propose emotion recognition [6]. Also, our previous work used SpO₂ and PR signals for emotion recognition in elders [7]. However, the results were still not maximum.

SpO₂ and PR signals are two physiological types that represent oxygen saturation and heart rate activities from the human finger [8]. The characteristic of these signals is less complexity of the pattern. If we look directly based on...
time series data, it will be challenging to analyze the difference in emotional patterns based on these physiological signals. Therefore, in this work, we used Multiscale Entropy (MSE) for the feature extraction method of SpO₂ and PR signals to analyze the feature vectors of three human emotions. This method is an extension of sample entropy and has been used by some researchers to describe complexity in a time series \[9\][10][11][12][13]. The purpose of complexity in this context can be defined as “a meaningful structural richness” which incorporates correlation over several temporal scales \[9\]. It is achieved mathematically by creating multiple sub-time series from the main series and calculating the sample entropy of each scaled series \[9\]. With calculation using this method, many feature vectors of sample entropy values are generated from both SpO₂ and PR signals.

Some researchers in the field of pattern recognition have found that to find optimal feature vectors, they widely used dimensional reduction methods such as Principal Component Analysis (PCA) and Multiclass Fisher’s Linear Discriminant (MFLDA) methods. Pane et al. \[14\] compared both methods to find emotional patterns based on the EEG signal and the results showed that MFLDA could improve an accuracy score significantly. Therefore, we used the MFLDA method to reduce the dimension of feature vectors to get performance in emotion recognition based on SpO₂ and PR signals. This method was implemented after calculating the MSE method with 20-temporal scales. We hypothesize that these methods for the feature extraction can significantly improve the accuracy of three human emotion recognitions based on these physiological signals. Finally, Support Vector Machine and Linear Discriminant Analysis methods were used to classify the data obtained from the feature extraction process.

2. **Research Method**

The overall methodology includes feature extraction, dimensional reduction, and emotion classification, as shown in the following Figure 1.

![Proposed Method](image)

2.1 Dataset

In this study, we used the dataset of our previous study \[7\]. It consists of 31 SpO₂ and 31 PR data. All data were the result of emotional induction using video. However, the existing dataset must be validated using questionnaire filling by the participants. The validation results show that there were 21 validated data from three types of emotions (happy, sad, and angry emotions). Furthermore, the validated data were used as input to the data processing.

2.2 Feature Extraction Using Multiscale Entropy

The use of Multiscale Entropy (MSE) as a feature extraction method in various cases of pattern recognition has been proposed. However, its application was still limited to EEG signals, such as analysis of the quality of sleep conditions \[15\], complexity analysis in Alzheimer’s disease \[16\], arterial wave contour analysis in healthy and diabetes subjects \[12\]. Only Michalopoulus et al. \[17\] had conducted the study on emotion recognition. In this study, the MSE method was applied to feature extraction of SpO₂ and Pulse rate signals for emotion recognition. In the previous work \[7\], eight statistical methods in the time domain were used as the main features in the recognition of emotion, including mean, maximum, minimum, variance, mode, standard deviation, ratio, and mean absolute deviation calculations.

MSE is a method developed by Madalena Costa et al. \[10][11\], which is used to measure the complexity of a data series on several temporal scales. The idea of this method combines two approaches, namely:

1. Given a sequence of SpO₂ and Pulse rate data \(\{x_1, x_2, ..., x_n\}\) with the set values denoted by \(\Theta_1, \Theta_2, ..., \Theta_n\) sequentially. The coarse-grained data series is constructed by calculating the average number of data points, which increases continuously in a non-overlapping window to create a different scale and signal resolution. If illustrated, scale 1 is the original time series data. Scale 2 is formed from the average of two consecutive data points, defined by \(y_1 = (x_1 + x_2) / 2\); \(y_2 = (x_3 + x_4) / 2\) until the last point data of all time series data. Then, scale 3 is formed as the mean of three consecutive data points, \(y_1 = (x_1 + x_2 + x_3) / 3\); \(y_2 = (x_4 + x_5 + x_6) / 3\) and so on. This calculation is...
repeated sequentially according to the set value. Each element of the coarse-grained data has a timeline, \( y_j^\tau \), calculated by the following Equation 1.

\[
y_j^\tau = \frac{1}{\tau} \sum_{i=(j-1)\tau+1}^{j\tau} x_i, \quad 1 \leq j \leq \frac{N}{\tau}
\]

where \( \tau \) represents the temporal scale (SF) factor of the data points. Illustration of the coarse-grained method is explained by Madalena Costa et. al. [9].

2) The next step is Sample Entropy (SampEn) approach used to calculate a time-series data, \( y_j^\tau \), with several temporal scales. Thus, the MSE profile consists of determining SampEn at each scale value. To get the SampEn value, the following formula is used Equation 2, Equation 3, Equation 4, Equation 5, and Equation 6.

\[
\text{SampEn} (m, r, N) = \log_e [U^{m+1}(r)/U^m(r)],
\]

Where,

\[
U^{m+1}(r) = \frac{1}{N-m} \sum_{i=1}^{N-m} U_i^{m+1}
\]

\[
U_i^{m+1} = \left[ \# \text{from } x_{m+1} \mid d[x_{m+1}(i), x_{m+1}(j)] \leq r \right] / N - m - 1
\]

and

\[
U^m(r) = \frac{1}{N-m} \sum_{i=1}^{N-m} U_i^m
\]

\[
U_i^m = \left[ \# \text{from } x_{m} \mid d[x_{m}(i), x_{m}(j)] \leq r \right] / N - m - 1
\]

where \( x_m \) is a vector of \( m \) vector data series of \( (N-m) \) length, and \( d[x_{m}(i), x_{m}(j)] \) denotes the distance formula (usually using Euclidean distance). See Richman and Moorman for details of the SampEn algorithm [18].

2.3 Multiclass Fisher's Linear Discriminant Analysis (M-FLDA)

M-FLDA is one of the transformation methods developed by R.A. Fisher, whose works begin with the linear Discriminant method [19][20]. This method is used in statistical cases, data mining, pattern recognition, and machine learning to reduce the dimensions of data points. It looks for linear combinations of features that separate more than two classes from data objects [21]. M-FLDA is known as a linear equation operation that is used to find the optimal projection of the \( W^T \) matrix to a lower dimension. The principle of this method is to look for linear projection vectors that maximize the inter-class distribution ratio in the class. It aims to reduce the variation of data in the same class and increase the distance of data distribution between classes [20].

It is assumed that the sample data is defined as \( x_i = \{x_1, x_2, ..., x^{(m)}\} \). It finds \( \{y_1, y_2, ..., y_{c-1}\} \) projection using several classes of \( C - 1 \) through the projection of matrix-vector \( W = [\theta_1 \theta_2 ... \theta_{c-1}] \), \( y_i = \theta_i^T x_i \Rightarrow y = W^T x_i \). Because the projection is no longer scalar (has a \( C - 1 \) dimension), a distribution matrix is used to obtain the scalar objective function through the equation: \( J(W) = \frac{W^T S_B W}{W^T S_W W} \), where \( S_B \) is an inter-class distribution matrix and \( S_W \) is a distribution matrix in the class. \( S_B \) and \( S_W \) are used to measure the distribution in the \( x_i \) feature vector and defined by: \( S_B = \sum_{C} (\mu_C - \bar{x})(\mu_C - \bar{x})^T \) and \( S_W = \sum_{C} \sum_{C'} \sum_{x_i} (x_i - \mu_C)(x_i - \mu_C)^T \), with \( \bar{x} \) as overall average of the data, \( \mu_C \) as an average of each class C. Furthermore, a projection matrix of W is used to maximize the distribution ratio by solving the eigenvalue for each column in the weight matrix W. The optimal eigenvalue of W represents the column in the W matrix based on the largest eigenvalue \( \lambda \). The following equation is used to calculate the W weight matrix that is \( S_B W = \lambda S_W W \), where \( W = S_W^{-1/2} U \) and \( U = S_W^{-1/2} S_B S_W^{-1/2} \) obtained from eigenvectors.

2.4 Classification

Support Vector Machine and Linear Discriminant Analysis algorithms are often used in cases of emotion recognition of physiological signals. Therefore, in this paper, these two algorithms are applied for the classification of emotions into three classes, namely happy, sad, and angry conditions.

1) **Support Vector Machine (SVM)** is a learning method for supervised learning, which was first introduced by Corina Cortes and Vladimir Vapnik [22]. When first introduced, SVM could only be used to classification cases of two classes. However, further study was conducted so that this algorithm can be used for multiclass cases using several approaches, such as one-against-all, one-against-one, directed acrylic graph SVM, Error-correcting output code SVM, and All-at-once SVM approaches. In classification, this algorithm can work in cases of data that can be separated linearly and non-linearly. In a general case, SVM uses non-linear classification. The basic principle of SVM is to determine an optimal hyperplane to separate data [22]. The hyperplane is optimal if it is located in the middle of the training data and has the largest distance d. To obtain this condition is done by minimizing the value of the Lagrange formula of a primal problem \((\min_{w, b, \xi} L_p(w, b, \xi))\) and maximizing margin \((d)\) through the Lagrange formula of dual problem \(\max_a L_D(a)\), where Equation 7 and Equation 8.

\[
L_p(w, b, \alpha, \mu, \xi) = \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{n} \xi_i - \sum_{i=1}^{n} \alpha_i[y_i(x_i^Tw + b) - 1 + \xi_i] - \sum_{i=1}^{n} \mu_i \xi_i
\]  

(7)

\[
L_D(a) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j x_i^T x_j
\]  

(8)

with \(C\) as a parameter which determines a penalty due to errors in classification of data, \(\xi = \text{slack variable}, \alpha_i \geq 0\) and \(\mu_i \geq 0\): Lagrange multiplier. The training data which is closest to the separator field is called a support vector. This study utilized the Library Support Vector Machine (LibSVM) developed by Chang and Lin [23] using a one-against-one approach for multiclass cases. With this approach, \(n\) \((n-1)/2\) classification models are built, where \(n\) is the number of classes. Consider the decision function for training data from \(i\) and \(j\) classes, with maximum margin to be: \(a_{ij}(x) = w_{ij}^T g(x) + b_{ij}\), where \(w_{ij}\) is dimensional vector \(l\), \(g(x) = \text{sign}(x^T w + b)\) is a function of mapping which maps to the dimensional feature space \(l\), and \(b_{ij}\) is bias term. In addition, for non-linear cases, the transformation of data space into the feature space is applied using “Kernel Trick”. Some commonly used kernels are linear, polynomials, Radial Basis Function (RBF), and sigmoid. This study used RBF kernel as recommended by Hsu et. al. [24] which is defined by: \(K(x, x_j) = \exp(-\gamma \|x_i - x_j\|^2)\), \(\gamma > 0\).

2) **Linear Discriminant Analysis (LDA).** In this study, the LDA method was used to classify three emotions as a comparison. This method is another way to determine linear transformation from data samples by reducing the dimensional number needed to represent them. LDA can be used for dimensional reduction and classification. This method is included in supervised learning. Like the SVM method, LDA uses the hyperplane principle to separate data samples between classes. However, on LDA, this hyperplane is defined as the distance between the cluster center and data, which is used to determine the sample data into the right target class. For multiclass classification, it needs more than one hyperplane. The principle of LDA is that the data is modeled with a Multivariate Gaussian distribution in each class and applies Bayes rules for classification purposes. Each class is assumed to have a different normal distribution with the same covariance matrices for several different classes (so the resulting classifier will be linear). For each class \(c\), the data sample is determined based on a Multivariate Gaussian Distribution, with a specific covariance \((\Sigma)\) and average \((\mu_c)\) matrix. It is assumed that the covariance matrix for each class is similar, so the distribution has a linear shape. Then, the linear discriminant function is determined by: \(y_c = x^T \Sigma^{-1} \mu_c - \frac{1}{2} \mu_c^T \Sigma^{-1} \mu_c + \log \left( \frac{n_c}{n} \right)\), where \(n\) is a sum of all data and \(n_c\) is the amount of data from each class \(c\). Sample data is classified based on the selection of the largest \(y_c\) value.

2.5 **Performance Evaluation**

Cross-Validation is used to get an optimal classification result and avoid overfitting conditions. There are several methods included in the cross-validation type, but this study used k-fold cross-validation. It is a validation technique model that is often used for performance evaluation of classification cases. It is useful for generalizing data into an independent subset. In this method, the sample data is divided into random folds. One fold is used as a test data and the other \((K-1)\) is used as training data [25]. The classification result is arranged in a confusion matrix table. Accuracy parameters are used to measure the performance of the proposed method whose values are obtained from the Equation 9.

\[
\text{Accuracy} = \frac{TN + TP}{TN + TP + FN + FP}
\]  

(9)
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where TN = amount of predicted data correctly in a positive class, TP = amount of mispredicted data in a positive class, TN = amount of predicted data correctly in a negative class, and FP = amount of mispredicted data in a negative class.

3. Results and Discussion

The overall classification results, from three schemes which are described in the previous section, are illustrated in Figure 4 in the first experimental scheme, as shown in Figure 4(a), it is evident that the fluctuations in the classification accuracy score using SVM show inconsistency (up and down score) along with differences in the value of m and r compared to the LDA method. In LDA, the classification accuracy on the set of parameter values m = 2 shows consistently superior to m = 1. This situation occurs in the set of parameter values r between 0.15 and 0.23. The optimum accuracy in this classification scheme obtained the same score (69.84%), both on SVM and LDA methods. In addition, the average accuracy on the set value m = 1 using SVM is better than m = 2. The results are the opposite when using the LDA method where the accuracy score in the set m = 2 is better than m = 1.

Scheme 2 has similar steps starting from the feature extraction stage to the classification. The tuning parameters of m and r are also applied to 21 validated datasets. This second experimental scheme also shows a less significant difference in accuracy scores. It is shown in Figure 4(b) where the average accuracy of both classification methods and the set of parameter values m = 1 and m = 2 shows a score between 61.5% - 63.5%. In this scheme, average accuracy of m = 2 (63.49% in both SVM and LDA methods) is better than m = 1 (SVM = 61.51% and LDA = 63.0%). In contrast, an optimal score is obtained in the set values m = 1 and r = 0.21 using the SVM method. This maximum score is 71.43%. It increases by 1.59% compared to the optimal accuracy in the previous experimental scheme. However, a minimum accuracy in this scenario shows a lower score than before, which is down to 4% in the set value of m = 1 and r = 0.10 using the SVM method.

Considering the accuracy score in the first and second schemes, we try to combine MSE feature vectors from both physiological signals (known as multimodal signals). 40 MSE features, each consisting of 20 feature vectors of SpO₂ and PR signals, are then reduced in dimensions and classified by the same methods. The dimensional reduction and classification process are also done by tuning parameters of \( m \) and \( r \) with the same range values as the previous scheme. With this scheme, the classification accuracy is better than the two previous schemes. It is indicated by an increase in classification accuracy, which is very significant both in the set value \( m = 1 \) and \( m = 2 \). The set value \( m = 1 \) and \( r = 0.19-0.20 \) shows better accuracy where the highest accuracy is obtained with a score of 90.48% in both SVM and LDA methods. However, the accuracy score decreases on the set values between 0.12 and 0.18 and the lowest value is 74.60% \((r=0.15)\). Meanwhile, the classification results on the set \( m = 2 \) show better scores compared to \( m = 1 \) and the previous classification scheme. Accuracy scores show the value of more than 80% when \( r \) value is set from 0.10 to 0.25. The highest accuracy is 95.24%, which is obtained in the set value \( m = 2 \) and \( r = 0.13 \) with the SVM method. This score shows higher than 3.18% compared to the highest accuracy on the LDA method. This experiment shows that the average accuracy score on SVM also shows a better score than LDA (mean accuracy of SVM = 88.49% and LDA = 87.08%).

![Figure 3. Average Accuracy for All Classification Schemes: (a) for Parameter set \( m = 1 \) and \( m = 2 \), (b) Set Parameter \( r \) in the Range Value 0.10 – 0.25](image1)

![Figure 4. Scatter Plot Data of the Optimum Classification From Each Type of Physiological Signals: (a) SpO₂ and PR Signals, (b) SpO₂ Signal, c) PR Signal](image2)
Three experimental schemes above show that the change in r-value of the MSE method shows an inconsistent performance. It occurs in both sets of parameter values (m=1 and m=2), as shown in Figure 2(a). Therefore, the average accuracy score of the set r-value = 0.10 – 0.25 is calculated for both m=1 and m=2 and in both classification methods. The barplot in Figure 3 illustrates a calculation of average accuracy. Moreover, the classification in the parameter set m=2 shows a better accuracy score than m = 1. The higher accuracy score range (more than 6%) is obtained in a multimodal signal (SpO₂ and PR), which occurs in both classifier methods.

The classification scheme of combined features from SpO₂ and PR signals (scheme 3) shows the optimal results compared to the first and the second classification schemes. This result is also shown in Figure 4, where scatter plots show illustrations of clearly separated data compared to experimental schemes of single signal modality. These results indicate more feature vectors involved in the process of dimensional reduction. It will affect the performance of the proposed method. MFLDA can work better to get optimum accuracy by involving as many feature vectors as input in the dimensional reduction process. It was also confirmed by the results of a study conducted by Septiana Pane et al. [14] where more involved electrodes of EEG signals can affect the performance of the MFLDA algorithm.

The results of this study are better than the previous work [7]. We know that the optimal accuracy of the previous work only reached 72.86% using the SVM method. The use of the MSE method for feature extraction and dimensional reduction using MFLDA had proven to contribute to the improvement of better accuracy of emotion recognition. The proposed method of this study shows a significant increase by 22.38% compared to previous work.

4. Conclusion

A systematic investigation had been carried out to achieve the main objective of this study. Two proposed methods (MSE and MFLDA), as feature extraction and dimensional reduction, can improve the accuracy of emotion recognition in elders based on SpO₂ and PR signals. Based on the experimental results in each scheme, the classifier methods (SVM and LDA) can work well in emotion recognition on scheme 3. The optimum accuracy is 95.24% obtained by using the SVM method.

These results indicate that SVM is better than LDA in the classification process of emotion. Also, the use of multimodal signals is more recommended in the emotional classification process based on physiological signals. Involving more multimodal signals in feature extraction using MSE and dimensional reduction using the MFLDA method can be considered in the development of a real-time monitoring system of human emotion.

**Notation**

| N or n | : the number of data |
| τ | : Temporal Scale. |
| μ | : The average value of data. |
| X_m | : A vector of m vector data point. |
| S_B | : Inter-class distribution matrix |
| S_W | : Distribution matrix. |
| \bar{x} | : Overall average of the data. |
| μ_i | : Average of each class |
| Σ | : Cost or penalty |
| ξ | : Slack variable |
| W_{ij} | : Dimensional vector l |
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