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The gubernatorial candidate debate was broadcast live streaming through 
various YouTube channels, which attracted public attention. Many discussions 
and conversations appeared in the comments section of each YouTube 
channel that broadcasted the debate. Given the numerous public discussions, 
it is undoubtedly interesting to analyze the contents of the conversations, as 
well as the expectations and feedback from the public. However, analyzing 
conversations in the form of text data will be challenging using conventional 
methods. Therefore, in this study, public opinion will be analyzed using the 
topic identification and sentiment classification approaches. Topic identification 
is conducted to obtain accurate information about what the public is discussing, 
while sentiment classification is used to determine whether each comment 
contains positive or negative sentiments. This research is novel because it 
utilizes data collected from various major media YouTube channels and 
includes a qualitative analysis of the findings. This study uses public comment 
data taken from the KPU, NarasiTV, and KompasTV YouTube channels; the 
results obtained included 4,147 data points. Data preprocessing involves 
identifying topics using the LDA method, evaluating the LDA model, performing 
sentiment classification using IndoBERT, and visualizing the results of the 
public opinion analysis. The results revealed five topics with a perplexity value 
of -7.7909 and a coherence score of 0.5109. In addition, topic 4 is the most 
dominant compared to other topics, with 1,146 comments classified as positive 
sentiment and 504 classified as negative sentiment. Topic 4 reflects how 
religion, culture, and frequently mentioned figures are perceived and discussed 
by the public, especially in relation to the gubernatorial election (pilgub) or 
gubernatorial candidate debates. 

 
1. Introduction 

Public conversations are always interesting to analyze, especially during the regional head election (pilkada) 
season. At the end of 2024, Indonesia will hold simultaneous regional elections, one of which is the gubernatorial 
election (pilgub) [1]. Several stages must be passed by the candidates, one of which is the gubernatorial candidate 
debate, which is held publicly and broadcasted via live streaming by several TV stations and the official YouTube 
channel of the local General Election Commission (KPU). The performance of the candidate pairs during the debate 
attracted public attention, and many comments were submitted by the public on YouTube. The various comments on 
the YouTube channel provide a way for the public to convey expressions, hopes, and input to each candidate pair. With 
the live streaming of the gubernatorial candidate debate, the public can use it to assess the capacity and capabilities of 
each candidate pair and get to know each candidate better. In addition, the ability to write comments on the YouTube 
channel is quite helpful for the public in conveying opinions, aspirations, and hopes. However, if one person reads the 
comments, it will be pretty tiring and time-consuming. Therefore, a special approach is needed to analyze public opinion 
data to obtain information that can be used to understand what the public wants, whether each candidate pair can be 
accepted by the public, whether the programs of each candidate pair can convince the public, and what strategies each 
candidate pair needs to adopt to gain public trust. One approach that can be used to analyze public opinion is Natural 
Language Processing (NLP) [2], [3], [4], [5], [6]. 

Several approaches in NLP have been used for public opinion analysis. For example, researchers [7] used the 
Latent Dirichlet Allocation (LDA) method to identify public discussion topics during the flood disaster that occurred in 
Jakarta. The data used came from Twitter, utilizing the sentiment analysis approach, which determines public sentiment 
toward the discussion topics that have been successfully identified. In addition, the sentiment analysis approach has 
been applied to analyze public opinion regarding the 2020 regional elections using the support vector machine (SVM) 
method by utilizing data from Twitter, and the results obtained an accuracy value of 87.94% [8]. Previous researchers 
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also used the SVM method for public sentiment analysis of the 2017 regional elections; the data also came from Twitter, 
and the results yielded an accuracy value of 91% [9]. The SVM and Bag-of-Words methods were applied in the 
sentiment analysis process for the 2020 regional elections; the data used also came from Twitter, and the results yielded 
an accuracy value of 87.5% [10]. Previously, [11] used the naïve Bayes (NB) and SVM methods for sentiment analysis 
using data sourced from Twitter; the results showed that the NB accuracy value was 92.2%, outperforming the SVM 
method. In addition to several classical machine learning methods tested for sentiment analysis in regional elections, 
[12] previously tried using the deep learning method, namely the Convolution Neural Network (CNN). The data used 
also came from Twitter, and the CNN method was applied by adjusting the parameters during the training process, 
resulting in an accuracy value of 90%. 

Based on previous research, it is known that sentiment analysis has been widely used to analyze public opinion 
on regional elections. Various methods have also been tried; however, in general, researchers only focus on sentiment 
classification, which only produces sentences or opinions containing either positive or negative sentiment. As a result, 
it has not provided information that can answer what the public likes and dislikes. In this study, the LDA method is used 
to conduct deeper information mining on comments written by the public. The LDA method identifies topics discussed 
by the public, and the successfully identified topics will be classified by their sentiment using the IndoBERT method. 
Previously, the LDA method was applied to identify topics in Arabic Twitter data during the COVID-19 pandemic, where 
it was found that LDA can identify three major topics in public discussions [13]. In addition, the LDA method was also 
used to identify topics of conversation on Twitter related to the COVID-19 pandemic, resulting in 20 topics discussed in 
the conversation [14]. Researchers [15] used a topic modeling approach to identify topics in Western (the Euronews) 
and Eastern (the Kyiv Post) media related to the Russia-Ukraine war during 2022-2023. The method used was LDA, 
and the results obtained were able to provide a comprehensive analysis of the nuances in the narrative, public 
perception, and policy in the ongoing war. Researchers [16] applied the LDA method to find topics from reviews posted 
by hotel guests. A framework was developed to organize the identified themes and describe the aesthetic experience 
of hotel guests. Researchers [17] used a topic modeling approach with the LDA method to analyze topics and opinions 
discussed by guests regarding climate change by utilizing Twitter data. Lastly, researchers [18] used the LDA method 
to identify topics in conversations among Malaysian citizens on Twitter regarding the government's response to the 
COVID-19 disaster. 

Based on what has been described above, sentiment analysis at the sentence level cannot provide in-depth 
information. In addition, by only identifying topics that arise from various opinions, we cannot gain insights into what the 
public likes and dislikes. Therefore, in this study, the LDA and IndoBERT methods are proposed for public opinion 
analysis. The LDA method is used to identify topics that frequently appear in public conversations, while the IndoBERT 
method is used to classify sentiment. Detailed and in-depth information will be obtained by identifying topics and 
categorizing sentiments in each opinion sentence. The difference between this research and previous research lies in 
the data sources obtained and the analysis results presented in qualitative detail.  

 
2. Research Method 

This research was conducted using the Python programming language in Google Colab. The research stage 
process, as shown in Figure 1, is explained as follows: 

 

 
Figure 1. Research Method 
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2.1 Data Collection 
This study utilizes public comment data taken from the YouTube platform, specifically data from the first and 

second debates of the Candidates for Governor (Cagub) and Candidates for Deputy Governor (Cawagub) of Central 
Java (Jateng) 2024 from the KPU, KompasTV, and NarasiTV YouTube Channels. The data retrieval process employs 
the scraping technique using Python programming and Google Colab. During the scraping process, the YouTube API, 
which is available for free, was utilized, and the scraping process took place from November 18 to19, 2024. The scraping 
results obtained 4,147 public comments, some examples of which are shown in Table 1. 
 

Table 1. The Example of Public Comments 

Index Public Comments 

1 
Itu cuman ilusi ..tak akan ngaruh sama sekali buat masyarakat..ngaruh yang dekat sama 
paslonnya doank yakiiiinnn… 

2 Pilih 02 karena ngalap berkahnya kyai… (Saya) 
3 Terlalu muluk² programnya 02 
4 Daya sains harus di majukan. 

5 Jawa tengah ,megah dan Indah semoga berjaya, semua nya ❤❤❤❤ 

 
2.2 Data Preprocessing 

The data obtained is in an unstructured form, so data preprocessing is required. The stages of data preprocessing 
include normalization, which is the process of standardizing text to ensure data consistency and reduce variations in 
words that have similar meanings. The stages of normalization include case folding, which changes all letters to 
lowercase to ensure consistency, removing punctuation and symbols by eliminating irrelevant characters such as 
punctuation, numbers, and special symbols, and converting slang or non-standard language into standard forms [19], 
[20].  

Tokenization is the process of breaking text into smaller units called tokens, usually in the form of words or 
phrases. The aim is to facilitate analysis by identifying word or sentence boundaries [21]. Stopword removal is used to 
eliminate common words that do not have significant meaning in the analysis, such as " which", "and", "in", and so on. 
The goal is to reduce noise in the data and focus on more meaningful words [22], [23]. Stemming involves changing 
words to their essential form by removing affixes such as prefixes and suffixes; specifically in Indonesian, libraries such 
as Sastrawi are often used to perform stemming [24]. The results of data preprocessing are shown in Table 2. 

 
Table 2. The Result of Data Preprocessing 

Index Public Comments 

1 
cuman ilusi ngaruh masyarakat ngaruh paslonnya doank yakiiiinnn 
(It’s just an illusion that influences the public and only influences the candidate, I’m sure) 

2 
pilih 02 ngalap berkahnya kyai 
(choose 02 seek blessings kyai) 

3 
muluk² programnya 02 
(02’s program is grandiose 02) 

4 
daya sains majukan 
(advancing scientific power) 

5 
jawa megah indah semoga Berjaya 
(Java is magnificent and beautiful, good luck) 

 
2.3 Topic Identification 

Topic identification using the Latent Dirichlet Allocation (LDA) method was chosen because it has been proven 
effective in identifying topics in conversational sentences [15], [25], [26]. The topic identification process begins by 
determining how many topics will be identified or by applying an approach to assess how precisely the topic can be 
identified by evaluating each identification result. A list of frequently occurring words will be checked for each topic; 
generally, the top 10-15 words will reflect the topic. Next, the performance of the LDA model will be evaluated to measure 
how well the model can predict the dataset using the perplexity matrix [27], [28]. In the context of topic modeling, 
perplexity helps determine how well the model can explain the distribution of words in a document. In addition, a 
coherence score is used to reflect the topic's quality because it measures how often words in one topic appear together 
[29]. Next, the topic identification results will be visualized to facilitate the analysis process, and the topic identification 
results will be saved in CSV format. 
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2.4 Public Opinion Analysis 
After successfully identifying the topic, the next step is to analyze public opinion. The approach involves 

classifying each opinion sentence as either positive or negative. The classification process uses IndoBert, a version of 
BERT trained on a large text corpus in Indonesian, making it more effective for NLP tasks in the language, such as 
sentiment analysis, information extraction, translation, and text classification [30], [31], [32]. This allows for the 
identification of both the topic and sentiment within a single opinion sentence, with the results saved in CSV format. 
 
2.5 Visualization 

Once the topics have been successfully identified and sentiments classified in each opinion sentence, the results 
will be visualized to facilitate the analysis process and interpreted into information that is easy for the public to 
understand. The visualization process uses various diagrams tailored to the needs of the analysis, ensuring clarity. One 
of the diagrams used to visualize the results of topic identification is Python LDA Visualization (pyLDAvis), an interactive 
visualization library that helps explore and understand LDA results. pyLDAvis allows users to visualize topics generated 
by the LDA model, explore relationships between topics intuitively, and view the dominant words in each topic, 
enhancing the understanding of their contribution. 
 
3. Results and Discussion 

The topic identification process is carried out by building an LDA model. The model is then evaluated to obtain 
the appropriate number of topics using the perplexity matrix and coherence score. This evaluation process is 
implemented through trials in the range of 2 to 10 topics, with the results shown in Figure 2. 

 

 
Figure 2. The Result of the LDA Evaluation 

 
Based on Figure 2, the process of determining the number of topics is defined within the range of 2 to 10. The 

results show that identifiying 10 topics yields a perplexity value of -7.8738 and a coherence score of 0.5368. However, 
with the increase in identified topics, there is a concern that the analysis of public conversations may not focus on the 
core of the discussion. Furthermore, observations were made on five topics, which showed a perplexity value of -7.7909 
and a coherence score of 0.5109. Therefore, this study determined that topic identification would utilize five topics, 
considering the perplexity and coherence scores, which remain quite good. Additionally, after five topics, coherence 
tends to fluctuate and generally increases. The lower (more negative) the perplexity value, the better. Conversely, the 
higher the coherence value, the better (closer to 1) [27], [29]. The perplexity value is not always the sole indicator; 
sometimes, even with a low perplexity, the results may be less interpretable. Therefore, it is essential to combine 
perplexity with the coherence score. Perplexity does not always directly correlate with topic interpretability. Coherence 
better reflects the quality of a topic because it measures how often words in a topic appear together [27], [29]. Thus, 
high coherence is crucial to ensuring that the resulting topics are relevant and easy to understand. In addition, the fewer 
topics there are, the more specific the resulting analysis will be. In this study, five topics were selected based on the 
results of perplexity and coherence scores. 

Next, visualization is carried out using five topics, sequentially visualizing the results of identifying topics 1 to 5, 
as seen in Figure 3. The visualization results for Topic 1 appear to have the largest diameter compared to the other 
topics, indicating that Topic 1 is frequently discussed by the public. The five most relevant terms for Topic 1 are "andika", 
"jateng", "polisi", "hendi", and "tni". The analysis results for Topic 1 show that the public often uses the term "andika", 
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which represents the name of one of the gubernatorial candidates. If seen in more detail, the following term is "polisi," 
which is the agency of origin for one of the gubernatorial candidates. 

 

 
Figure 3. The Visualization of Topic-1 

 
The visualization of Topic 2, as shown in Figure 4, contains 23.1% of the tokens. In addition, the frequency of 

terms that often appear, along with the five most relevant terms for Topic 2, includes "kalah", "dpat", "anti", "santri", and 
"blum". The term "kalah" is the most relevant term in Topic 2, representing support or psywar from supporters of each 
candidate pair. Upon closer observation, the term "santri" refers to the deputy governor candidate from one of the 
candidate pairs. Notably, one of the candidates comes from Islamic boarding schools, commonly referred to as “santri” 
in Central Java Province (Jateng). The cultural culture in Central Java is very familiar with the term "santri", and it is 
likely that the term is not only in direct conversations in public places but also in discussion on online platforms. 

 

 
Figure 4. The Visualization of Topic-2 

 
Next, Topic 3 is visualized, as shown in Figure 5. The result is that 14.3% of tokens can be represented in Topic 

3. The estimated frequency of terms often appearing in Topic 3 is visualized in red, while the overall frequency is 
visualized in light blue. There are top 30 terms that are relevant to Topic 3, with the top five including "banteng", "all", 
"pilih", "andika", and "wes". It can be seen that "banteng" is the top term in Topic 3, representing one of the political 
parties (parpol) in Indonesia. The term "banteng" is often used by supporters or the general public to refer to this political 
party. Additionally, the term "banteng" sounds like the name of an animal, and one of the parties supporting one of the 
candidate pairs indeed has a bull symbol or logo. Thus, it is clear that the term "banteng" represents the supporting 
party of one of the candidate pairs. Furthermore, the term “andika” represents the name of one of the candidate pairs 
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and is related to the term “banteng”. In fact, the party that is identical to the term “banteng” supports the candidate pair 
associated with the term “andika”. 

 

 
Figure 5. The Visualization of Topic-3 

 
Figure 6 is a visualization of Topic 4; it is known that there are 13.6% of tokens, and the top 30 relevant terms in 

Topic 4 are displayed. Based on the estimated frequency of terms that often appear in Topic 4, the top five terms are 
"orang", "sambo", "rambo", "jateng", and "luthfi". Upon closer observation, it is known that the term "sambo" represents 
one of the former police officers who was convicted of murder, and the word "sambo" is also part of the name of this 
convicted officer. The case has been reported in national and international news. The term "sambo" has become familiar 
in Indonesian society and is often a topic of conversation in public places and online platforms. Whenever a police 
officer makes a mistake, the public will always associate it with the Sambo incident. Interestingly, the term "luthfi," which 
represents one of the candidate pairs, has a background in the police, and it appears that the term"luthfi" is related to 
the term "sambo". Therefore, the identification results of Topic 4 are related to one of the candidates with a police 
background, and the community has high hopes that the candidate pair if elected, will not act like Sambo. In addition, it 
reminds the community about the background and track record of one of the candidates and fosters hope that leadership 
like Sambo will not happen again. 

 

 
Figure 6. The Visualization of Topic-4 

 
The visualization results of Topic 5, as shown in Figure 7, contain 11.9% of the tokens and display the top 30 

terms relevant to Topic 5. The estimated frequency of terms that often appear in Topic 5 include the top 5: "yasin", 
"lutfi", "jateng", "gus", and "pilihan". Based on the frequency of terms that often appear in Topic 5, it is evident that 
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"yasin" and "lutfi" represent one of the candidate pairs. In addition, the term "gus" represents one of the candidate pairs' 
representatives and is closely related to the term "yasin". The term "gus" refers to Javanese culture, specifically a term 
for a child of a kyai in the Islamic boarding school environment. One of the representatives of the candidate pairs has a 
background in Islamic boarding schools and is the child of a highly respected kyai in Central Java. Therefore, Topic 5 
is more dominant in containing discussions related to one of the candidate pairs related to the terms "yasin" and "lutfi". 

 

 
Figure 7. The Visualization of Topic-5 

 
After obtaining the LDA model with 5 topics and visualizing each topic, a more in-depth analysis is conducted to 

find the dominant words. The results are visualized using WorldCloud. Figure 8 illustrates the dominant words in Topic 
1; it is evident that the top 5 dominant words consist of "teko," "butuh," "jam," "debate," and "terbukti." The results show 
that campaign-motivated words dominate Topic 1, as each candidate's supporters are trying to campaign the candidate 
they support. In addition, the word "jatim" appears among the dominant words, indicating that the condition of Central 
Java (Jateng) is compared to East Java (Jatim). The community tries to provide a comparison with East Java Province, 
which can be interpreted as one of the hopes of the community, but what the community wants—whether infrastructure, 
education, or welfare—is not yet or is less clear. Thus, Topic 1 can be interpreted as a "political campaign", where each 
candidate's supporters flood the comments to advocate for the candidate they support. 
 

 
Figure 8. Visualization of Dominant Words in Topic 1 

 
The visualization of dominant words in Topic 2 is shown in Figure 9. The results show the top five dominant 

words, namely "luthfi", "jateng", "kesejahteraan", "bilang", and "tau". In Topic 5, the word "luthfi" appears, which is the 
name of one of the candidates, while the word "kesejahteraan" expresses the community’s hope that each candidate 
will improve the welfare of the Central Java community if elected. Topic 2 discusses welfare issues in Central Java, with 
the spotlight on the figure "luthfi", which can be related to his campaign promises or statements made during the debate. 
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Figure 9. Visualization of Dominant Words in Topic 2 

 
Figure 10 shows the visualization of dominant words in Topic 3; the dominant words include "polisi", "tni", "jateng", 

"rakyat", and "orang". Topic 3 revolves around the role of the police and TNI in maintaining security and serving the 
people of Central Java. It can also include discussions about the interaction between security institutions and the people, 
encompassing criticism, appreciation, or hope. Potential issues can be related to the candidate's vision or policies 
regarding security in Central Java, and criticism or support for how the police and TNI fulfill their duties is also 
highlighted. The social significance of the identification of Topic 3 reflects the importance of security and stability in 
public discussions, especially during the election process or other relevant social issues. The background of each 
gubernatorial candidate is rooted in the police and TNI institutions. 
 

 
Figure 10. Visualization of dominant words in Topic 3 

 
The visualization of dominant words in Topic 4, as shown in Figure 11, shows that the top five most dominant 

words include "yasin", "luthfi", "gus", "santri", and "dpat". It can be seen that Topic 4 focuses on religious figures, the 
santri community and the pesantren culture, in addition to the discussion of how specific candidates have relationships 
with religious communities, especially santri and pesantren. Potential issues discussed include support from the santri 
community for specific candidates, and the role of religious values in local politics, including how santri or pesantren 
are involved in elections or candidate debates. The words "gus" and "santri" indicate the importance of religious figures 
and pesantren traditions in political and social discussions in Central Java society. The words "yasin" and "luthfi" can 
indicate specific figures who influence the community. Topic 4 seems to focus on the role of the santri community, 
religious figures, and pesantren values in local political discussions in Central Java. These words reflect how the public 
perceives religion, culture, and figures such as Yasin and Luthfi, especially concerning the gubernatorial election 
(pilgub) or gubernatorial candidate debates. For example, the comment “Jawa tengah butuh nasionalis relugius ... Gus 
yasin perwakilan santri” can influence people who view religiosity as very important. 
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Figure 11. Visualization of Dominant Words in Topic 4 

 
Figure 12 shows the visualization of dominant words in Topic 5. The results show the top five dominant words in 

Topic 5, namely "sambo", "rambo", "pilih", "milih", and "korup". Topic 5 discusses issues related to corruption, 
controversial figures, and political choices in the context of elections or local political discussions in Central Java. In 
addition, Topic 5 seems to discuss political choices in elections, which are influenced by significant issues such as 
corruption and the reputation of specific figures. Names or terms such as "sambo" and "rambo" refer to figures or 
symbols relevant to political discussions. Comparisons between political figures use certain nicknames or terms to 
discredit or highlight the characteristics of each candidate pair. Topic 5 focuses on the issue of candidate integrity, 
corruption, and people's political decisions. This discussion reflects how specific figures become symbols or centers of 
attention in public conversations, often accompanied by criticism or satire of the current political situation. 
 

 
Figure 12. Visualization of Dominant Words in Topic 5 

 
Next, public opinion analysis is conducted using a sentiment analysis approach. The process employs IndoBERT, 

one of the models explicitly developed using Indonesian, with the central concept based on the BERT model. 
Additionally, IndoBERT can classify sentiment effectively and can be used for other tasks related to Indonesian text; it 
can also be combined with other methods [33], [34], [35]. Examples of topic identification and sentiment classification 
results are shown in Table 3. 

Table 1 shows that the dataset, initially comprising public comments during the gubernatorial candidate debate, 
has been preprocessed, and each comment has been identified for its topic and sentiment. For example, the first 
comment has been identified as Topic 1 and classified as positive sentiment. In IndoBERT, “LABEL_1” = Positive and 
“LABEL_0” = Negative [36], [37]. The results of the public opinion analysis are visualized in Figure 13 to provide a 
comprehensive overview. 
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Table 3. The Result of The Analysis of Public Opinion 

No Comment Topic Sentiment 

1 
['cuman', 'ilusi', 'ngaruh', 'masyarakat', 'ngaruh', 'paslonnya', 'doank', 
'yakiiiinnn'] 

0 LABEL_1 

2 ['pilih', '02', 'ngalap', 'berkahnya', 'kyai'] 2 LABEL_1 
3 ['muluk²', 'programnya', '02'] 2 LABEL_1 
4 ['daya', 'sains', 'majukan'] 1 LABEL_0 
5 ['jawa', 'megah', 'indah', 'semoga', 'berjaya'] 1 LABEL_0 

 

 
Figure 13. Topic and Sentiment Relationship 

 
Figure 13 shows the relationship between topics and sentiment regarding public comments. Based on the data, 

it is evident that Topic 4 is very dominant compared to other topics, classified as positive sentiment with 1,146 data and 
negative sentiment with 504 data. Topic 4 is interpreted as the role of the santri community, religious figures, and 
pesantren values in local political discussions in Central Java. These words reflect how the public perceives religion, 
culture, and figures such as Yasin and Luthfi, especially regarding the gubernatorial election (pilgub) or gubernatorial 
candidate debates. The data on Topic 4 indicates that more public comments are classified as positive sentiment than 
negative sentiment. All conversations on the online platform reflect a significant number of people discussing Topic 4, 
presenting an opportunity for one of the candidate pairs related to the topic to gain votes during the election. Based on 
the data sources obtained, the selected YouTube channels are official media from the KPU and major media outlets 
known to be professional, independent, and trusted, which alleviates concern about data bias. 
 
4. Conclusion 

Public opinion analysis of the gubernatorial candidate debate was conducted using public comments on the online 
platform (YouTube Channel). The process involved identifying the topics discussed using the LDA method. The LDA 
model was built and evaluated using perplexity and coherence score matrices. The results obtained a perplexity value 
of -7.7909 and a coherence score of 0.5109, with 5 Topics identified. Each topic was successfully analyzed in detail, 
and a classification was carried out for each comment using IndoBERT. Based on the analysis of the relationship 
between topics and sentiment, the results showed that Topic 4 was the most dominant topic, with 1,600 comments 
compared to other topics. Topic 4 reflects how the public perceives religion, culture, and figures such as Yasin and 
Luthfi, especially concerning the gubernatorial election (pilgub) or the gubernatorial candidate debate. In addition, in 
Topic 4, more positive sentiment was classified than negative, indicating an opportunity for the candidate pair who are 
often associated with it. Further research can be conducted to determine whether there is a relationship between this 
study's results and the gubernatorial election outcomes. Meanwhile, a more comprehensive sentiment classification 
model can be developed using the latest deep learning methods. 
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