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Fluctuations in land prices over time are significant, especially in big cities, 
one of which is Jakarta. The increase in land prices is influenced by high 
demand, location-related needs, ease of access to various public facilities 
and population density. Uncontrolled prices and lack of information about 
the distribution of land prices cause buyers to acquire land that does not 
meet their needs. This study develops a land price distribution prediction 
system for Jakarta for 2025-2026 using Support Vector Machine (SVM) with 
time-based feature expansion and spatial interpolation. The SVM model 
with an RBF kernel demonstrated superior performance, achieving 93.14% 
accuracy for 2025 predictions using the t-1 model. For 2026 predictions, the 
t-2 model achieved 83.33% accuracy. This approach involves utilizing one 
to two years of historical data and systematically selected features, ensuring 
more accurate and relevant predictions. Ordinary kriging interpolation 
visualizations revealed a significant shift in land price distribution patterns, 
indicating a decline in affordable land availability and an increase in high-
value properties across Jakarta. The integration of SVM and kriging 
interpolation, coupled with comprehensive evaluation metrics, provides a 
robust methodological framework for predicting urban land price 
distributions. This system offers practical implications for informed decision-
making in Jakarta's dynamic land market, enabling stakeholders to make 
efficient, budget-based property decisions. The research contributes 
significantly to urban planning by providing a comprehensive tool for 
understanding and predicting land price trends, which can assist various 
stakeholders in making informed property investment decisions. 

 
1. Introduction 

Jakarta, as one of the largest cities in Southeast Asia, is experiencing rapid growth and a population density of 
11.34 million people [1] as of mid-2024, covering an area of 661.23 km2 [2]. Interestingly, despite this density, Jakarta 
has a low poverty rate, with a rate of 4.44 percent in 2023 [3]. The high population density and limited land in Jakarta 
have caused land prices to soar. This poses a challenge for the community, especially for those who want to buy land 
for residential or investment purposes. The land prices set by sellers are often too high, considering the various factors 
that affect land pricing [4]. The need for land is crucial as it provides protection, comfort, privacy, and space for safely 
and stably living daily life [5]. Information on the classification and price map of land in Jakarta is essential to help land 
seekers find a home or investment that suits their needs and budget amid the dynamics of this metropolitan city. 
Currently, state-of-the-art methods in land price prediction globally have evolved to incorporate artificial intelligence and 
machine learning techniques, with particular emphasis on spatial-temporal modeling and deep learning approaches. 

Various studies have addressed the prediction and classification of land prices using various methods. The first 
study used Random Forest to classify land prices in Jakarta, achieving the best accuracy of 82% with the ADASYN 
method and Ordinary Kriging spatial analysis [6]. Random Forest was also used in house price prediction, with an 
accuracy of 75.10%, highlighting key factors such as land area, building, and the number of rooms[7]. Linear regression 
models showed good accuracy compared to Decision Tree in predicting property prices [8]. The relationship between 
land use and Urban Heat Island (UHI) phenomenon in Jakarta was also analyzed, showing that green non-agricultural 
land is more effective in reducing UHI than other land types [4]. In addition, transfer learning algorithms were proposed 
to overcome the limitations of small datasets and class imbalance in land price classification using SVM, Random 
Forest, and BP Neural Network. The PCA method with cross-validation improved feature extraction, and the rich 
influence factor system successfully improved the precision of residential land price assessment[9]. In time series-based 
feature extraction, the CART algorithm achieved the highest accuracy of 93% [10] in the last two to four years, with 
features such as population size and education level being the main factors[11]. Furthermore, sentiment analysis of 
Indihome services resulted in 87% accuracy [6], as well as prediction of students' on-time graduation [12] and stroke 
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disease with up to 100% accuracy using a linear kernel [13]. However, SVM performance is highly dependent on 
parameter and kernel selection. In data regression, for example, the model accuracy only reached 71.80% [14]. The 
advantages of SVM in handling high-dimensional data need to be balanced with parameter optimization and outlier 
management for better results. 

Other studies have shown the superiority of SVM in various scenarios. For example, the SVM method with PCA 
achieved 98.97% accuracy in the classification of tourist attractions recommendations, outperforming Decision Tree, 
which had 96.55% accuracy[15]. However, in the classification of diabetic patient data, the Modified Balanced Random 
Forest (MBRF) method produced 97.8% accuracy, higher than SVM, which reached 91.48%[16]. In network intrusion 
classification analysis, SVM performance showed variation based on the kernel used, where the Polynomial kernel 
achieved accuracies of up to 99.999%, although the ROC curve showed weaknesses in some cases [17]. In addition, 
SVM with a radial kernel achieved 90.20% accuracy in sentiment analysis of online transportation app reviews, which 
is higher than Decision Tree [18]. In this study, SVM with an RBF kernel was used for land price classification in Jakarta, 
resulting in the highest accuracy of 93.14%. These results support the superiority of SVM, especially compared to other 
algorithms in previous studies. With optimal parameter selection and relevant feature combinations, SVM can be the 
best method for spatial data analysis and land price classification. This confirms the relevance of SVM in handling high-
dimensional data and generating accurate predictions in real estate and other domains. 

The rapid urbanization and limited land availability in Jakarta have led to significant challenges in land price 
prediction and classification. The high demand for land and population growth in Jakarta present challenges for land 
seekers. There has been a continued significant increase in land prices in Jakarta[19]. Despite extensive research in 
this field, several critical challenges remain unaddressed: (1) existing models inadequately account for temporal 
changes in land prices, (2) current classification methods struggle with complex spatial relationships in urban land 
prices, and (3) there is a lack of comprehensive approaches combining both spatial and temporal features for land price 
prediction.  

In this context, this research aims to provide two main solutions: price classification and mapping. The land price 
classification will group land in Jakarta based on similar characteristics such as location, accessibility and amenities. 
This will help land seekers understand the price range of land in their area of interest. In addition, land price mapping 
will visualize the distribution of land prices across Jakarta. Land seekers can easily and intuitively see the differences 
in land prices in each area.  

This research also includes feature expansion, which allows the model to capture more complexity in the data, 
thus providing more accurate predictions. The key contributions of this research are: (1) the development of an 
enhanced SVM model with feature expansion capability for improved accuracy, (2) the implementation of advanced 
kriging interpolation for detailed spatial visualization, and (3) creation of a predictive framework that considers both 
spatial and temporal aspects of land prices.  

In addition, this research uses kriging interpolation to map land prices in a more detailed and accurate manner. 
Kriging interpolation allows us to estimate land prices across Jakarta, even though land price data is only available for 
a few specific locations. With kriging interpolation, we can create a more refined and representative land price map, 
helping land buyers and sellers make better decisions based on accurate spatial information.  

This research uses the SVM model, a machine learning algorithm that has proven effective in classification and 
prediction. The SVM model will provide accurate and easy-to-understand information to help land seekers make 
informed and efficient decisions. Furthermore, this research will also provide a prediction of the distribution of land 
prices on each street in Jakarta for the next 2 years, namely 2025 and 2026, using kriging interpolation.  

The specific objectives of this study are: (1) to develop an improved SVM-based classification model for land 
prices in Jakarta, (2) to implement and validate the effectiveness of feature expansion in enhancing prediction accuracy, 
and (3) to create an accurate spatial-temporal prediction model for future land prices. The results of this research are 
expected to provide solutions for land seekers in Jakarta, helping them to find land that suits their needs and budget, 
as well as assisting sellers in setting appropriate land prices. 

 
2. Research Method 
2.1 Research Stages 

The initial stage in this research began by collecting land price data in Jakarta from various relevant sources, 
covering the years 2022 to 2024. The data was then labeled according to predetermined attributes to achieve accurate 
classification results. After that, preprocessing was done to clean and prepare the data so that it can be processed 
properly by the machine learning model. The data was divided into training data and test data, where the training data 
was used to build a classification model using Support Vector Machine (SVM) with time-based feature expansion. The 
classification results were compared with the labels in the test data to evaluate the accuracy of the model. If any data 
imbalance is found, further adjustments are made. Next, the data was spatially analyzed using the kriging interpolation 
method. The results of the spatial analysis are visualized on a map of Jakarta in the form of a heatmap to illustrate the 
distribution of land prices. The flow of this experiment can be seen in Figure 1. 
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Figure 1. Experiment Flowchart 

 
2.2 Dataset 

The datasets used were obtained from rumah123.com and 99.co, containing information, such as land price, 
region, land area, and city. Additional attributes were obtained through observation using Google Maps based on the 
locations available from the web scraping data. Other attributes that were used can be seen in Table 1. In the raw 
dataset, there are locations and districts available for spatial mapping; but to facilitate the research model, the 𝑥 and 𝑦 
coordinates were created first, as shown in Table 1. 
 

Table 1. Dataset Description 

Variable Features Description 

𝑥1 Availability of public transport 
Integer, if present ‘1’ if not 
present ‘0’ 

𝑥2 Population crowd level Integer, if crowded ‘1’ if not ‘0’ 

𝑥3 River 
Integer, if close to the river ‘1’ 
otherwise ‘0’ 

𝑥4 Road width Integer, road width 
𝑥5 Main road Integer, distance to main road 

𝑥6 Residential area level 
Integer, if luxury housing ‘2’, if 
normal housing ‘1’, if slum 
housing ‘0’ 

𝑥7 Education facilities 
Integer, number of education 
facilities available 

𝑥8 Health facilities 
integer, number of Health 
facilities available 

𝑥9 Trade in services Integer, trade availability count 

𝑥10 Recreation centre 
Integer, number of recreation 
centres available 

𝑥11 Distance to toll road Integer, distance to toll road 

𝑥12 KRL 
Integer, number of KRL 
availability 

𝑥13 Trans jakarta 
Integer, number of KRL 
availability 

𝑥14 MRT 
Integer, number of KRL 
availability 

𝑥15 District Object, a district 

𝑥16 Address 
Object, containing a street 
address 

𝑦1 Land price Land price 

 
2.3 Labeling 

After scraping data from one of the land sales websites in Jakarta, the next step was to label the data, the original 
land price was divided by the land area to obtain the land price per square meter. Subsequently, the land price was 
divided into three classes, which can be seen in Table 2. 

 
 

https://doi.org/10.22219/kinetik.v10i3.2216


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2025 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

274 

Table 2. Land Price Class 

Class Description 

0 Land price < Rp 15.000.000 
1 Rp 15.000.000 < Land prices < Rp 30.000.000 
2 Land price > Rp 30.000.000 

 
2.4 Preprocessing 

One of the most common data mining activities is data preprocessing. Data preprocessing is an important step 
in improving data quality. The data preprocessing techniques performed include[20]: 
1. Cleaning Data: Cleaning data involves removing errors and inconsistencies. This includes handling missing values, 
irrelevant values, noise, and non-uniform formats. Non-integer data type, such as "Address", "City Category" and "Land 
Width", are checked and deleted. 
2. Normalization: Normalization, in the context of data preprocessing, is a technique to reduce data duplication and 
redundancy and improve data consistency [21]. For the normalization equation, see Equation 1: 
 

Value Normalized =  
𝑥𝑖 − 𝑀𝑒𝑎𝑛

𝜎
 (1) 

 
2.5 Feature Expansion 

Feature expansion is the process of adding or modifying features in a dataset to improve the model's ability to 
recognize complex patterns or relationships in the data [22]. The feature expansion process involves predicting 
classification based on time. Table 3 illustrates how data collected from three years ago can generate time predictions 
for the next two years. 
 

Table 3. Scenario of Prediction Model Feature Expansion 

Prediction Model Train Feature(x) Class(y) 

1 Years 

t−1 
1A 

2023 2024 

t−1 
1B 

2022 2023 

2 Years 
t−2 
2A 

2022 & 2023 2024 

 
To predict 2025 and 2026 based on the expanded features of data from 2022, 2023, and 2024, the scenario of 

feature expansion are considered. Table 3 shows examples of feature expansion combinations used in previous years. 
 
2.6 Support Vector Machine (SVM) with time-based features expansion 

SVM is a classification algorithm that separates data by finding the maximum margin between two support lines, 
resulting in optimal separation. For nonlinear data, SVM uses a kernel trick to map the data to higher dimensions without 
explicit calculations, allowing for more complex and diverse separations[23]. SVM is a popular algorithm based on 
statistical learning theory. This hyperplane separates the data by ensuring that data from the same class is on the same 
side[24], as shown in Figure 2. 

 

 
Figure 2. General Classification Hyperplane Representation of SVM Algorithm[25] 
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It works by finding a hyperplane, which is an optimal separating line or plane that maximizes the number of data 
points with the same class on the same side. To improve accuracy, SVM uses a kernel function that maps data to a 
higher dimensional space so that the hyperplane can better separate data [26]. Frequently used SVM formulas are in 
Equations 2, 3, 4, and 5.  
 
1. Linear kernel 

K(x,y) = x ⋅ y + c (2) 
  
2. Polynomial Kernel 

K(x,y) = (x ⋅  y +  c)𝑑 (3) 

   
3. Radial Bias Function (RBF) 

K(x,y) = exp( −γ ||x − y||) 2 (4) 

 
4. Sigmoid Kernel 

K(x,y) = tanh (α x ⋅ y +c) (5) 

 
Description: 
(x,y)  : the data vector  
⋅   : dot product 
c   : constant 
d   : degree of polynomial 

||x − y|| 2 : the squared Euclidean distance between two vectors x and y 
γ   : the kernel parameter 
x ⋅ y   : inner product of two vectors x and y 
α dan c   : adjustable parameters 

 
2.7 Confusion Matrix Multiclass 

The SVM model used in the case study is classified as multi-class because it not only distinguishes between two 
categories (e.g., high and low value land prices) but also predicts property prices within a wider range of values [27]. 
This requires a multi-class confusion matrix to measure the prediction accuracy across different price classes. 

 
1. Accuracy 
It describes the accuracy of the model used in classification. The formula is in Equation 6. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃11 + 𝑇𝑃22+. . . +𝑇𝑃𝑛𝑛

𝑇𝑜𝑡𝑎𝑙 𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠
 (6) 

2. Precision 
It describes the accuracy between the requested data and the prediction results provided by the model. The formula is 
in Equation 7. 
 

Precision𝑖 =
𝑇𝑃𝑖𝑖

𝑇𝑃𝑖1 + 𝑇𝑃𝑖2+. . . +𝑇𝑃𝑖𝑛

 (7) 

3. Recall 
It describes the success of the model in recovering information. The formula is in Equation 8. 
 

𝑅𝑒𝑐𝑎𝑙𝑙𝑖 =
𝑇𝑃𝑖𝑖

𝑇𝑃1𝑖+𝑇𝑃2𝑖+...+𝑇𝑃𝑛𝑖

 x 100% (8) 

 
4. F1 Score 
It presents a comparison of the weighted average precision and recall. The formula is in Equation 9. 
 

𝐹 − 1 𝑠𝑐𝑜𝑟𝑒𝑖 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖  𝑋 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖  𝑋 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

 × 2 (9) 
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2.8 Ordinary Kriging Interpolation 
After the SVM model predicts land prices in observed locations, Kriging interpolation is applied to estimate land 

prices in unobserved locations in the Jakarta area. Data visualization serves to facilitate understanding, identify patterns, 
and communicate information [28]. Kriging makes it possible to combine information from SVM predictions with the 
spatial structure of the data to produce more accurate estimates, especially in areas where observational data may not 
be available[29]. This study uses classification and prediction for time t+k, and ordinary kriging is used for 
interpolation[30]. The formula of ordinary kriging can be seen in Equation 10. Ordinary Kriging is an interpolation method 
that assumes that the unobserved values at a location depend on the observed values around that location, with weights 
assigned based on proximity and variogram[31].  

 

ŷ(𝑡+𝑘)(𝑠0) = ∑ 𝜆𝑖
𝑂𝐾ŷ(𝑡+𝑘)(𝑠𝑖)

𝑛

𝑖=1

 (10) 

 
Description:  
ŷ(𝑡+𝑘)(𝑠0) : estimate the unknown class 

ŷ(𝑡+𝑘)(𝑠𝑖) : the estimation is done using class prediction ŷ(𝑡+𝑘)(𝑠𝑖) in neighbouring locations 𝑠𝑖 

𝜆𝑖
𝑂𝐾

  : determine how much influence or contribution a location has 
 
3. Results and Discussion 

This section explains the research results obtained and provides a comprehensive discussion. The research 
results are presented in various forms, such as graphs, tables, and visualizations, to make it easier for readers to 
understand the data. The discussion is divided in several subsections to provide a structured explanation of each 
important aspect this research. The results presented include model performance, feature selection, spatial trends in 
land prices, and interpolation analysis to understand the overall pattern of land prices in Jakarta.  
 
3.1 Time-based Feature Expansion Model Selection 

Figure 3 shows the performance of various time-based feature expansion models based on the kernels used, 
namely RBF, Sigmoid, Linear, and Polynomial. The model was developed with the target class based on data from the 
previous time points (t−1 and t−2). 
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Figure 3. Comparison of SVM Predictive Model 
 

Figure 3 shows the performance of two time-based feature expansion models, namely the t−1 model (1B) and 
the t−2 model (2A). These models were developed with the target class based on data from the previous time period. 

 
Table 4. SVM Predictive Model 

Kernel Model Label 
Number of 

Feature 
Combinations 

Accuracy F1 Score Recal Precision 

RBF 
t−1 1B 6 0.9314 0.931 0.9314 0.9347 
t−2 2A 8 0.833333 0.833362 0.833333 0.854799 

 
From Table 4, the model t−1 (1B) shows the best performance, with an accuracy of 93.14%, followed by F1 score 

and precision, which reach 93.1% and 93.47% respectively. The t−2 (2A) model has lower performance than t−1 model, 
with an accuracy of 83.33%. A time-based feature expansion process is performed to predict future land price 
classification (t+rt + rt+r) by utilizing a combination of models from the previous time (t−rt − rt−r). This approach aims to 
design a classification model that can utilize historical information to produce accurate predictions. 
 
3.2 Selection of Influential Features 

In this research, feature selection is carried out to improve accuracy and efficiency in predicting land prices in 
Jakarta. Feature selection aims to identify variables that have the most influence on classification results, resulting in 
an optimal model. Table 5 shows the features selected for each model. 
 

Table 5. Selected Features 

Model Label Selected features 

t−1 1B x1, x3, x7, x10, x12, x13 
t−2 2A x6, x7, x9, x16, x18, x22, x1, x2 

 
In Table 5, the Label 2A(t−2) section has more than 14 features because, as shown in Table 3, t−2 include 

feature from 2022 and a year of 2023. Therefore, years x1-x14 correspond to 2022, while x15 to x28 correspond to 
2023. 

 
3.3 Land Price Classification Results in 2025 and 2026 

This research also predicts the classification of land prices by specific locations for the years 2025 and 2026. In 
Table 10, a value of ‘0’ indicates a low-price category, a value of ‘1’ indicates a medium price category, while a value 
of ‘2’ indicates an expensive-price category. These predictions aim to give land seekers an idea of the potential price 
of a particular location. 
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Table 10. Year Prediction According to Location 

Location 2025 2026 

Jl. Raya Pondok Kelapa, Duren Sawit, East Jakarta 0 1 

Jl. Raya Pondok Kopi, Duren Sawit, East Jakarta 1 2 
Jl. Condet Raya, Batu Ampar, Kramat Jati, East Jakarta 1 2 

Jl. Letjen T.B. Simatupang, Lingkar Selatan, Tanjung 
Barat, South Jakarta 

1 2 

... ... ... 
Jl. Cipete Raya, South Jakarta 2 2 

 
3.4 Visualization of Land Price Distribution Classification Prediction in Jakarta 

The Kriging interpolation method was used to visualize the changes in land prices over time. In Figure 4, data 
from 2022 and 2024 is presented to highlight the differences. The results of the visualization are shown in Figure 4, 
which is a map showing the distribution of land prices for the years 2025 and 2026. The colors on the map represent 
the price categories. Based on the visualization of the distribution of land prices in Jakarta using the Kriging method in 
Figure 4, there is a significant change in the distribution pattern from 2023 to 2026. In 2023, areas with expensive land 
prices (shown in red) were concentrated in central Jakarta, while areas with cheap land prices (shown in green) 
dominated the periphery. Entering 2024, there is a consolidation and moderate expansion of expensive zones in the 
central area, followed by an increase in medium-priced areas (shown in yellow) that begin to replace some of the 
previous cheap zones. Predictions for 2025 show a significant expansion of expensive areas spreading out in different 
directions, with an increase in mid-price areas mainly on the western side of Jakarta. By 2026, the high-priced zones 
reach their maximum expansion and dominate the central to eastern areas of Jakarta, while the medium-priced areas 
further expand to replace the remaining cheap zones. This pattern of change indicates a trend of decreasing availability 
of affordable land and increasing dominance of high-value properties in Jakarta over the four-year period. 

 

  
(a) (b) 

  
(c) (d) 

Figure 4. Predicted Land Price Distribution Classification of Jakarta, a) 2023, b) 2024, c) 2025, d) 2026 
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3.6 Discussion 
 In this study, the Support Vector Machine (SVM) model was tested using different kernels—specifically RBF, 

Sigmoid, Linear and Polynomial—to determine the most optimal kernel. Based on Figure 3, the RBF kernel showed the 
best performance, with the t-1 model on label 1B achieving the highest accuracy of 93.14%, an F1 score of 93.1%, and 
a precision of 93.47%. In contrast, model t-2 on label 2A produced an accuracy of 83.33%, which is lower than that of 
model t-1. Based on these results, the RBF kernel was selected for further testing, where the t-1 model (1B) was used 
for the 2025 prediction, while the t-2 model (2A) was used for the 2026 prediction, as it was the only model in t-2 with 
an accuracy of 83.33%.  

In comparing research on land price prediction, several studies, such as [6], [7], [8], [32], [33], [34], and [35]used 
various methods with quite diverse accuracy results. A study in [8], for example, showed that the linear regression 
model had ‘good enough’ accuracy, as it was above 50%, but did not provide clear details regarding the accuracy value, 
F1 score, or other evaluation indicators. This makes it difficult to objectively assess the effectiveness of the model. In 
contrast, this study used a Support Vector Machine (SVM) with Kriging interpolation, which not only produced an 
accuracy of 93.14%, but also included additional evaluation metrics such as F1 score (0.931), precision (93.47%), and 
recall (93.14%).  

In this research, the RBF kernel has higher accuracy. This is consistent with other studies that the RBF kernel 
has higher accuracy compared to other kernels. For instance, in a study[36], the RBF kernel outperformed the 
polynomial kernel, and in another study [37] the RBF kernel was found to be better than the linear kernel. With this 
approach, this research provides greater clarity in evaluating model performance and makes a significant contribution 
to predicting and visualizing the distribution of land prices in Jakarta in an in-depth and comprehensive manner. 

 Land price prediction is performed using historical data consisting of the previous two years to the next two 
years, as well as features selected based on their relevance and contribution to model accuracy. The feature selection 
process was conducted to improve computational efficiency without compromising the performance of the SVM model. 
By selecting relevant features, the model can become more accurate by avoiding the use of useless or redundant 
information[38]. Feature selection helps simplify the model by removing unimportant features, making the model easier 
to understand and interpret[39]. As a result of the selection, the features used for prediction on label 1B are x1, x3, x7, 
x10, x12 and x13, while for label 2A they are x6, x7, x9, x16, x18, x22, x1 and x2. A full description of each feature can 
be found in Table 1, which provides details of the variables associated with the data. To predict one year ahead (2025), 
the t-1 model uses data from one year earlier. For example, the t-1 model (1A) uses land price data from 2024 and 
selected characteristics from 2023. Meanwhile, the t-1 model (1B) for the prediction of the same year uses land price 
data from 2023 and selected characteristics from 2022. For the prediction two years ahead (2026), the t-2 model (2A) 
combines the 2024 land price data with the selected features from 2022 and 2023. This process demonstrates how 
historical data and feature selection play an important role in strengthening the predictive ability of SVM models that 
effectively integrate temporal and spatial information. 

After determining the appropriate model and features, the SVM with the RBF kernel was re-run to predict land 
prices in Jakarta in 2025 and 2026. In this process, the selected features were used to ensure a more accurate and 
efficient prediction than the initial experiment using all features. This approach results in predictions that can be 
classified into three classes: '0' for low prices, '1' for medium prices and '2' for high prices. These classification results 
are presented in detail in Table 10, which shows the distribution of predictions for each class by geographical location. 
For the 2025 prediction, the t-1 model (1B) shows consistent results with the highest accuracy among the other models. 
These predictions provide a good insight into the distribution of land prices in that year, especially in areas where 
significant price increases are expected. Meanwhile, for the 2026 prediction, the t-2 model (2A) produced results close 
to high accuracy by using a combination of selected features and historical data. This method allowed the researchers 
to identify land price distribution patterns over a longer period, which is crucial for understanding medium-term trends. 
In addition, this classification makes it easier for the public and decision-makers to identify areas with cheap, medium, 
or expensive land prices more intuitively. 

The results of the land price prediction were visualized using the ordinary kriging method to map the spatial 
distribution of land prices in Jakarta in different years. Using ordinary kriging, the prediction of values at unmeasured 
locations is more accurate because it takes into account the variability and spatial pattern of the data[40]. The 
visualization in Figure 4 shows land price distribution maps for the years 2023, 2024, 2025 and 2026. The map shows 
that the areas colored red and yellow, representing medium to expensive land prices, are expanding each year. In 
contrast, the green areas, which represent cheap land prices, appear to be declining. This trend shows that land prices 
in Jakarta will continue to rise, in line with the dynamics of high demand and limited available land. Compared to 2023 
and 2024, the map shows a significant increase in the number of areas with high land prices, especially in strategic 
areas or business centers. The years 2025 and 2026 continue this trend, with an even more drastic reduction in areas 
with low land prices. This visualization not only illustrates the changes in land prices over time but also provides valuable 
information for policymakers and the public to understand the distribution patterns of land prices by location. In this way, 
the results of this research can support more targeted decision-making in investment planning, infrastructure 
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development and land acquisition strategies. The combination of spatial visualization and data-based forecasting shows 
that the use of ordinary kriging is very effective in identifying and describing the dynamics of land prices geographically. 
In addition to helping the public to obtain transparent price information, this approach also contributes to the 
development of a more inclusive system, allowing all stakeholders to understand land price movements more easily 
and accurately.  
 
4. Conclusion  

This research successfully identified the best method for classification and prediction of land price distribution in 
Jakarta using a Support Vector Machine (SVM) model with an RBF kernel. Based on the test results, the RBF kernel 
showed the highest performance with 93.14% accuracy, 93.1% F1 score, and 93.47% precision, as achieved by model 
t−1 (1B). This model was used to predict land prices in 2025, while the t−2 (2A) model was used to predict 2026, with 
an accuracy of 83.33%. This approach involves utilizing one to two years of historical data and systematically selected 
features, ensuring more accurate and relevant predictions. Visualization of the prediction results using the ordinary 
kriging method shows changes in the distribution pattern of land prices in Jakarta. The more dispersed red and yellow 
colors in the visualization indicate that cheap land prices in Jakarta are decreasing, while expensive land prices are 
becoming more dominant. This research provides an advantage over previous studies by applying SVM and kriging 
interpolation, which not only produces high accuracy but also includes thorough evaluation through metrics such as F1 
score, precision, and recall. With this approach, this research makes a significant contribution to predicting and 
visualizing the distribution of land prices in Jakarta in an in-depth and comprehensive manner. 
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