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Mental health disorders are a growing global concern, with many individuals 
lacking early detection and appropriate treatment. Mental illness can impact a 
person’s quality of life and often goes undetected until symptoms worsen. One 
contributing factor to this problem is the limited ways to detect mental disorders 
in their early stages. Social media, especially platform X, offers the potential to 
analyze users’ emotional expressions that may indicate a mental disorder, 
such as depression or anxiety. Psychological symptoms can be explored more 
broadly using Natural Language Processing. This study optimizes several text 
preprocessing techniques to extract meaningful information from social media 
text. To convert words into numerical vectors, several word embedding 
methods are used, such as Word2Vec, FastText, and GloVe. Meanwhile, the 
classification process is carried out using LSTM and Bi-LSTM because they 
are considered capable of studying data sequence patterns, such as sentence 
structure, effectively. The results show that the addition of expanding 
contractions, emoticon handling, negation handling, repeated character 
handling, and spelling correction in the preprocessing text can improve the 
model performance. In addition, Bi-LSTM with pre-trained FastText shows 
better results than the other methods in all experiments, achieving 86% 
accuracy, 87.5% precision, 84% recall, and 85.71% F1-Score. 

 
1. Introduction 

Based on data collected by the World Health Organization (WHO), around 720,000 people die due to suicide 
every year. Suicide is one of the leading causes of death in the world, especially among teenagers and young adults 
aged 15 to 29 years [1]. According to the National Criminal Information Center of the Criminal Investigation Agency of 
the Indonesian National Police, there were 1,023 suicide cases during the period from January to October 2024 [2]. 
Mental health is influenced by a variety of complex and interrelated factors, including biological, genetic, psychological, 
cultural, and environmental aspects [3]. Loneliness has an impact on an individual's mental health [4] as lonely 
individuals often feel like they do not have any friend and safe space to express their feelings. Social media platforms 
like X is one of the media that can be a medium for people to share their mental health experiences [5]. Individuals who 
want to express their feelings deeply often show emotional expressions through social media [6].  

The background of this research is that the widespread use of social media presents a unique opportunity to 
identify early signs of mental health disorders by analyzing patterns in user-generated content. Early detection of mental 
health issues and appropriate treatment can mitigate the problems they cause. However, early detection of mental 
health disorders remains a challenge, particularly in identifying individuals who show signs of anxiety or depression 
through social media, because emotional expressions can vary and are difficult to interpret without the right methods. 
Therefore, this study offers a computational approach that can identify hidden patterns in text to accurately detect 
indications of mental disorders. Statements on platform X can express the feelings or moods of the writer. Individuals 
with mental health disorders tend to write statements that reflect negative emotions and expressions such as feeling 
depressed, weak, useless and even suicidal. Social media offers unprecedented opportunities to explore hidden 
patterns in statements (text). The resulting patterns can be valuable for X users, mental health organizations, and 
researchers in determining the underlying factors influencing a person's behavior [7]. The features contained in a 
statement on the X platform can be extracted using several word embedding methods, such as Word2Vec, FastText, 
and GloVe. Word embedding aims to convert a statement into a vector of numbers so that computers and algorithms 
can understand the meaning of the statement [8]. 

This study aims to analyze mental health disorders through X user reviews using LSTM (Long Short-Term 
Memory) and Bi-LSTM (Bidirectional Long Short-Term Memory). These models have shown remarkable success in 
capturing long-term dependencies, sequential patterns, and contextual information in textual data [9]. The LSTM model 
shows good results in recognizing individual personality traits [10]. LSTM is able to overcome the gradient magnification 
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problem that often occurs in RNNs, which improves the model's ability to handle long and complex word sequences 
with an accuracy of up to 94% [11]. Bi-LSTM is an extended variant of the LSTM model that addresses its limitations. 
Bi-LSTM processes incoming data both forward and backward, allowing it to gain a complete understanding of the 
context in which the data resides [12]. Meanwhile, Bi-LSTM, with its ability to process data bidirectionally (both from 
previous and subsequent contexts), has proven effective in detecting difficult-to-analyze sarcasm, achieving an 
accuracy of over 95% [13]. In the same case study, the LSTM model successfully detected mental health disorders with 
an accuracy of 70.89%, a precision of 50.24%, and a recall of 70.89%. However, the feature extraction process in this 
model has not been carried out optimally, which may affect detection performance [5]. Although both approaches have 
proven effective, further research on improving LSTM performance, especially in the context of text pre-processing 
optimization, remains very limited. 

In this study, features from text are extracted using word embedding methods such as Word2Vec, FastText, and 
GloVe. Word embedding aims to convert text into a numerical representation so that it can be understood by computers 
and machine learning algorithms [8]. Additionally, this study optimizes text pre-processing to explore features contained 
in text data to improve model accuracy. Several pre-processing techniques, such as emoticon handling, are used in this 
study. Pre-processing plays a significant role in reducing the ambiguity of meaning in short texts. This process is not 
only important in short text classification but also plays a crucial role in data clustering and anomaly detection [14]. The 
selection of the right pre-processing technique must be adjusted to the task and model used. Optimal pre-processing 
techniques can significantly improve classification accuracy compared to using less effective techniques [15]. With this 
approach, this study not only contributes to the development of an automatic method for detecting mental health 
disorders based on text analysis on social media but also introduces a more accurate and contextual pre-processing 
strategy, ensuring that the classification results are more optimal and reliable. 
 
2. Research Method 

The system design in this study can be seen in Figure 1. The system consists of five main parts, including data 
collection, data pre-processing to clean noisy text, word embedding to convert words into numerical vectors (using 
Word2Vec, FastText, and GloVe), model training with LSTM and Bi-LSTM, and data classification using the model 
obtained from the training process.  

 

 
Figure 1. System Design 
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2.1 Data Collection 
Data is collected from statements of X users using the X API. The data used is primary data obtained from X 

postings with a minimum of 75% in English. Data on X users who are indicated to have mental health disorders can be 
obtained by determining keywords—namely, words that are often spoken or words that indicate symptoms of mental 
disorders, such as depression, suicide, and feelings of loneliness and hopelessness [16]. The data obtained must be 
selected to match the symptoms shown by people with mental disorders. Examples of the data can be seen in Table 1. 

 
Table 1. Dataset Sample 

text label 

Damn I'm fully experiencing sadness again I'm so useless 1 
Well played radio station. Playing the song 'Total Eclipse 
of the Heart' at the start of the eclipse! 

0 

 
The data consists of two features, namely text and label features. The text feature contains statements from 

tweets, while the label feature contains information on whether the statement in the text feature indicates a mental 
health disorder. Label 1 indicates data with indications of mental health disorders, while label 0 indicates normal user 
data. 

 
2.2 Data Pre-processing 

The data obtained still contains unnecessary characters and even interferes with the next process. Therefore, 
pre-processing is needed for both training data and testing data. Sample results before and after data pre-processing 
can be seen in Table 2. 

 
Table 2. Pre-processing results 

before after 

@apa I’m        depressed and lonily in 
2020 :( i am not happy............ 
www.img.com 

I depress lonely sad i unhappy 

 
In the first stage, all text is converted to lowercase. For example, the words ‘Hello’ and ‘hello’ are considered the 

same word after going through the lowercase stage, thus reducing data redundancy [17]. In the second stage, 
abbreviations have also been reverted to their original form such as “don’t” to “do not” and “I’m” to “I am”. Modern 
abbreviations like “idk” have also been reverted to their original form “I do not know”. We also use the emoticon and 
emoji library to convert the emoticons in the data into text according to their meaning. URLs, mentions, hashtags, 
numbers, punctuation, and whitespace are also removed so that the system only processes data in the form of letters 
[18].  

The next stage is to tokenize or break the sentence into parts per word. Then, each word is changed into its root 
form. This can reduce the number of words and speed up computing [19]. People often express words in text with an 
emphasis. The computer does not know that “loooove” is “love” unless told. Repeated characters should be fixed so 
that a standard word can be obtained. In addition, we also perform spelling correction to check the spelling of words.  

The statements "I am happy" and "I am not happy" have opposite meanings, where the word "not" changes a 
positive statement into a negative one [20]. Negation words can change the meaning of a sentence. Handling negation 
has been shown to improve deep learning performance [21]. The final stage is to remove stop words such as “a”, “an”, 
“the” as well as conjunctions and subject words. Stop words are removed because they do not provide relevant 
information to the text [22]. 

 
2.3 Word Embedding 

In simple terms, word embedding is a technique for converting a word into a vector or array consisting of a 
collection of numbers. In this study, the word embedding techniques used are Word2Vec, FastText, and GloVe with 
Skip-gram architecture.  

At the word embedding stage, a large amount of corpus data is needed to increase the effectiveness of word 
embedding. This study attempts to conduct training on corpus datasets and pre-trained word embedding provided by 
several sources. Training with corpus datasets means that the corpus used consists of words that only exist in the 
dataset [23]. Meanwhile, in pre-trained word embeddings, large corpora from several sources such as Google News, 
Wikipedia, and Facebook, are used with various sizes ranging from 25 dimensions to 300 dimensions that have been 
trained. These large corpora have been trained with one of the word embedding techniques and their pretrained files 
can be easily found on the official website of each word embedding technique in the format *.bin or *.vec [24]. The 
Word2Vec model can learn semantic knowledge from a large corpus without supervision. The Skip-gram architecture 
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predicts the output from the current input. For example, if the training data used is "I feel so hopeless and useless", 
assume that all data has been pre-processed so that the one-hot encoded input data includes: feel (1 0 0), hopeless (0 
1 0), and useless (0 0 1) [25].  

FastText is one of the word-embedding methods developed by Facebook, building upon Word2Vec. FastText 
can handle words that have never been encountered before (Out Of Vocabulary word, or OOV). In the output layer, 
FastText uses hierarchical softmax to predict labels based on input. The use of hierarchical softmax can also speed up 
the training process [26]. Meanwhile, GloVe has the ability to make simple observations that the probability ratio of the 
co-occurrence of words can have several meanings. For example, in the probability of co-occurrence of the words “ice” 
and “steam”, the word “ice” appears more often in solid state than gas, while “steam” appears more often in gaseous 
state than solid [27].   

 
2.4 Model Training 

The LSTM architecture is shown in Figure 2. The LSTM model has a unique structure with three special gates. 
First, the forget gate determines how much old information is stored in the memory cell. Second, the input gate controls 
how much new information from the current input should be updated in the memory cell. Finally, the output gate 
determines whether the memory cell should affect the output at the current time step [28]. 

 
Figure 2. LSTM Architecture 

 
The first stage is represented by Equation 1, where ht-1 and xt pass through the sigmoid gate in Equation 2. The 

LSTM decides what information to remove from the cell state. The decision is made by the sigmoid layer, which can be 
called the “Forget Gate”. The forget gate processes ht-1 and xt as input and produces an output of 0 or 1 in the cell state 
Ct-1. An output of 1 means approval to pass, while an output of 0 means disapproval to pass [29]. 
 

(𝑥) =
1

1 + 𝑒𝑥𝑝−1
 (1) 

  
𝑓𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑋𝑡  ] + 𝑏𝑓 (2) 

 
Where, 

x  : input data 
exp  : mathematical constant 
ft : Forget gate 
σ : Sigmoid function 
Wf : Weight value for forget gate 
ht-1 : Output from previous cell 
Xt : Current input  
bf : Bias value on forget gate 

 
The next stage is to determine the new information to be stored in the cell state using Equation 3. The sigmoid 

layer, called the input gate, decides which values to update. Then, the tanh layer creates a new value vector, namely 

�̃�𝑡, which can be added to the cell state using Equation 4. The two values are combined to create a new state [29]. 
 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (3) 
  

�̃�𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑐 . [ℎ𝑡−1] + 𝑏𝑐) (4) 
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Where, 
it : Input gate 
Wi : Weight value for gate input  
bi : Bias value at gate input 

�̃�𝑡  : New value that can be added to the cell state  
Wc : Weight value for cell state  
bc : Bias value at cell state  

 
The next stage is to update the old cell state, C(t-1), to the new cell state Ct using Equation 5. The old cell state is 

multiplied by the current cell state and then determined to be forgotten by the forget gate. Next, add it* �̃�𝑡 to form a new 
value [29]. 
 

𝐶𝑡 = 𝑓𝑡 ∗  𝐶𝑡−1 + 𝑖𝑡 ∗  �̃�𝑡 (5) 

 
Where, 

Ct : Cell state 
Ct-1 : Cell state from the previous cell 
 
The final stage is the output gate. The output must first match the cell state. Begin by running a sigmoid layer 

that determines which parts of the cell state are output, using Equation 6. Then, pass the cell state through a tanh 
function (to constrain the value between -1 and 1) and multiply it by the output of the sigmoid gate, thus only outputting 
the parts that were selected, as indicated by Equation 7 [29]. 
 

𝑂𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0) (6) 
  

ℎ𝑡 = 𝑂𝑡 ∗ 𝑡𝑎𝑛ℎ (𝐶𝑡) (7) 
 
Where, 

Ot : Output gate 
Wo : Weight value for output gate 
bo : Bias value at output gate 
ht : Current output value 

 
This study also uses another architecture of LSTM, namely Bi-LSTM. Bidirectional LSTM, commonly known as 

Bi-LSTM, is an LSTM that can perform two-way learning, as shown in Figure 3. The BiLSTM network structure consists 
of two single LSTM layers stacked vertically, where one is for the forward pass and the other is for the backward pass 
[30]. A recurrent bidirectional convolutional layer is used, employing two hidden layers. These two hidden layers allow 
for the simultaneous iteration of the forward and backward directions [31]. 

 

 
Figure 3. Bi-LSTM network layer 

 
2.5 Data Classification 

The model generated from the training process is used in the testing process. In this section, the model classifies 
data X that has been obtained from the data collection process using the username X. Data that has been successfully 
obtained through the crawling process using the X API enters the pre-processing stage with the aim of cleaning the 

https://doi.org/10.22219/kinetik.v10i3.2205


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2025 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

266 

data to ensure it does not contain unnecessary characters for the next process. The cleaned data is classified using the 
model built during the training process with word embedding and LSTM. From the classified data, the percentage of 
tweets indicating mental health disorders is calculated. 

The current trial was conducted with 6,307 data points, containing 3,156 negative polarity data points and 3,151 
neutral data points. Data with negative polarity, indicated as user data with a mental disorder, has the label "1", while 
positive data or normal user data has the label "0". The 6,307 data points were used as training data. In the classification 
process, 100 test data points were used, containing 50 data with the label "1" and 50 data points with the label "0". The 
experiment was conducted using sigmoid activation, Adam optimizer, and loss measurement using mean squared error, 
with an input size set to 300.  

The first experiment was conducted to compare the performance of LSTM and Bidirectional LSTM. Word 
embedding uses the default embedding provided by LSTM. The first experiment also compared the effect of the text 
preprocessing techniques used. The second experiment was conducted using the word embedding method with the 
existing corpus dataset. The word embedding methods used were Word2Vec and FastText. This was followed by 
training the model using text preprocessing techniques and LSTM, which showed better performance based on the 
second experiment. In addition, experiments were also conducted using pre-trained word embeddings from Word2Vec, 
FastText, and GloVe with a size of 300 dimensions. From the second test, it was determined which word embedding 
method showed the best performance. Performance measurement results were carried out using precision, recall, 
accuracy, and F1-Score as evaluation criteria. 
 
3. Results and Discussion 

In this section, all the results of the experiments conducted using different techniques are displayed in several 
sections. 
 
3.1 Experiments using LSTM and Bi-LSTM 

The first experiment was conducted by applying several pre-processing techniques. In addition, we also tested 
two LSTM methods, namely unidirectional LSTM and bidirectional LSTM (Bi-LSTM). This study used hyperparameters 
commonly found in deep learning literature for text classification tasks. Specifically, we applied the sigmoid activation 
function, the Adam optimizer, and the mean squared error (MSE) as the loss function. The input size was set to 300, 
consistent with the default word embedding size commonly used in LSTM models [32]. The results of the experiment 
are shown in Table 3. 

Table 3. Experimental Results using LSTM & Bi-LSTM 

Pre-processing 
LSTM Bi-LSTM 

7 stages 10 stages 15 stages 7 stages 10 stages 15 stages 

Accuracy 73.00% 75.99% 77.99% 74.00% 76.99% 80.00% 
Loss 20.11% 16.78% 15.71% 18.53% 15.87% 15.73% 

Precission 71.69% 73.21% 72.58% 69.35% 73.68% 75.00% 
Recall 76.00% 82.00% 90.00% 86.00% 84.00% 90.00% 

F1 Score 73.78% 77.35% 80.35% 76.78% 78.50% 81.81% 

 
Table 4 shows the text pre-processing results with 7 stages, 10 stages, and 15 stages. Text pre-processing with 

7 stages can only remove punctuation, so it can be seen that the hashtags in the text are still there and only the hashtags 
are removed. In addition, the negation words also remain in their original form. In the 3rd text, the negation phrase "can't 
believe" remains unchanged, with only the existing stop words "can" and "not" removed. Text pre-processing with 10 
stages can eliminate other unnecessary characters, such as hashtags and links. Text pre-processing with 15 stages is 
achieved by adding repeated character handling, spelling correction, and negation handling. Pre-processing with 7 and 
10 stages cannot handle negation. In pre-processing with 15 stages, the negation phrase "can not believe" is changed 
to “disbelieve”, preserving its meaning. This technique has also been able to convert several emoticons into text form 
according to their meanings, such as the emoticon ":(" being changed to "frown/sad". 

 
Table 4. Text Pre-processing Results 

No Text 7 stages 10 stages 15 stages 

1 

Today in Selfcare: beauty 
&amp; laughs Kung Fu Panda 
3 #Wellness #joy #laughter 
#selfcare #therapist 
#philadelphia 

today selfcare beauty 
amp laugh kung fu 
panda wellness joy 
laughter selfcare 
therapist philadelphia 

today selfcare 
beauty laugh kung 
fu panda 

today self care 
beauty laugh gunk 
panda 
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No Text 7 stages 10 stages 15 stages 

2 
Depressed and lonely /: Stuck 
in a deep, never ending hole :(   

depress lonely stick 
deep never end hole 

depress lonely 
stuck deep never 
end hole  

depress lonely 
stuck deep never 
end hole worn sad 
andry pout 

3 
Can't believe I've had 9 days 
off already and that I'm back to 
work tomorrow! 

believe i days already 
i back work tomorrow 

believe i days 
already i back 
work tomorrow 

disbelieve i days 
already i back work 
tomorrow 

 
The results show that pre-processing with 15 stages can produce cleaner and more meaningful data. 

Additionnally, the results show that Bi-LSTM has better performance than one-way LSTM. In the results of the LSTM 
experiment using 15-stage text preprocessing, an accuracy of 77.99% was achieved, while Bi-LSTM achieved an 
accuracy of 80%. The accuracy obtained did not show a significant difference. However, the precision and recall results 
of Bi-LSTM showed more balanced results overall. This can also be seen in the F1-Score, where LSTM achieved 
80.35% and Bi-LSTM achieved 81.81%. The results obtained by Bi-LSTM are superior because it allows for a two-way 
training process, namely forward and backward, enabling Bi-LSTM to learn data in a more complex manner. 

 
3.2 Experiment using Bi-LSTM with Word Embedding Method 

The second experiment was conducted using Bi-LSTM with a 15-stage text pre-processing technique. In addition, 
this experiment was carried out with several word embedding methods, namely Word2Vec, FastText, and GloVe. The 
results of the experiment are shown in Table 5. 

 
Table 5. Experimental Results using Bi-LSTM with Word Embedding & Pre-trained Word Embedding 

 Word Embedding Pre-trained Word Embedding 
 Word2Vec FastText Word2Vec FastText Glove 

Accuracy 85.00% 87.00% 81.99% 86.00% 81.00% 
Loss 11073% 14.21% 17.65% 10.43% 19.63% 

Precission 80.70% 97.43% 75.00% 87.50% 73.13% 
Recall 92.00% 76.00% 96.00% 84.00% 98.00% 

F1 Score 85.98% 85.39% 84.21% 85.71% 83.76% 

 
Pre-trained FastText shows better results than the others, with values that are close to each other. Word2Vec 

shows 85% accuracy, FastText shows 87% accuracy, and Pre-trained FastText shows 86% accuracy. However, the 
precision of 80.7% and recall of 92% shown by Word2Vec seem unbalanced, as the recall value is much better than 
the precision. The difference in recall and precision values indicates a lack of balance between the two. 

FastText has the highest accuracy compared to both Word2Vec and FastText. One of the advantages of using 
FastText is its ability to convert words into a vector of numbers in words that are not in the dictionary, commonly known 
as out of vocabulary words. However, the precision of 97.43% and recall of 76% for FastText seem unbalanced. Thus, 
FastText is considered capable of classifying user data indicative of mental disorders effectively, but it is not as proficient 
at classifying normal user data. In the trial results with Pre-trained FastText, the precision of 87.5% and recall of 84% 
showed more balanced results. 

The results of this research are compared with previous sentiment analysis studies that utilized LSTM and Bi-
LSTM algorithms with varying insertion strategies and settings, as shown in Table 6. 

 
Table 6. Comparison with Previous Research 

Research Algorithm 
Pre-

processing 
Embeddings Context 

Best 
Accuracy 

F1-
Measure 

Ardila et al. 
(2024) 

Multi Layer 
Bi-LSTM 

not explained Glove 
Identify sarcastic 

comments 
95,41% - 

Sari et al. 
(2022) 

RNN & 
LSTM 

6 stages not explained 
Abusive comment 

detection 
- 94% 

Kholifah et 
al. (2020) 

LSTM 4 stages 
Feature 

extraction 
Mental healh 

detection 
70,89% - 

This 
research 

Bi-LSTM 15 stages 
Pre-trained 
FastText 

Mental health 
analysis 

86% 85,71% 

 

https://doi.org/10.22219/kinetik.v10i3.2205


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2025 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

268 

Ardila et al. (2024) focus on sarcasm detection using Multi-Layer Bi-LSTM with GloVe embeddings, achieving 
the highest accuracy of 95.41%, while Sari et al. (2022) apply RNN & LSTM for abusive comment detection, 
incorporating a 6-stage preprocessing pipeline and attaining a 94% F1-measure. In contrast, Kholifah et al. (2020) 
address mental health detection using LSTM with basic feature extraction, yielding 70.89% accuracy. Building on this, 
the present research enhances mental health detection by employing Bi-LSTM, a 15-stage preprocessing pipeline, and 
Pre-trained FastText embeddings, resulting in an 86% accuracy—significantly surpassing Kholifah et al. (2020).  

Bi-LSTM consistently outperforms LSTM because of its ability to learn bidirectional context. Multi-Layer Bi-LSTM 
used in sarcasm detection achieves the highest accuracy, indicating that deeper networks are advantageous when 
dealing with complex text structures. RNN-LSTM hybrid also performs well in abusive comment detection, 
demonstrating that hybrid models can enhance performance. This research confirms that Bi-LSTM improves mental 
health detection, surpassing Kholifah et al. (2020) by a wide margin (86% vs. 70.89%). 

More preprocessing stages lead to better performance. The 15-stage preprocessing in this research significantly 
contributes to improving accuracy over Kholifah et al. (2020). Ardila et al. (2024) and Sari et al. (2022) do not explicitly 
mention preprocessing depth, making direct comparisons difficult, but the improvements in sentiment and sarcasm 
detection suggest that preprocessing plays a crucial role. Pre-trained FastText outperforms Word2Vec and traditional 
feature extraction methods in mental health detection, while GloVe embeddings achieve the highest performance in 
sarcasm detection, possibly due to their robust understanding of word co-occurrence. However, the lack of explicit 
embedding details in abusive comment detection makes it unclear how much embeddings contributed to their high 
accuracy in this area. 

Compared to sarcasm and abusive comment detection, which achieve accuracies above 90%, mental health 
detection remains more challenging due to subtle emotional variations in user expressions. Sarcasm and hate speech 
often contain distinct linguistic markers, making them easier to detect. In contrast, mental health indicators are often 
nuanced, requiring more sophisticated context-aware models. 

This research bridges the gap between mental health analysis and high-performing deep learning models by 
incorporating advanced word embeddings and comprehensive preprocessing techniques. The significant accuracy 
improvement over prior studies highlight the effectiveness of the proposed approach, proving its value in enhancing 
mental health disorder detection through social media mining. 
 
4. Conclusion 

From the results of the experiments and analysis, this research demonstrates significant improvements over 
previous mental health detection models by leveraging Bi-LSTM, comprehensive text preprocessing, and pre-trained 
embeddings, achieving an accuracy of 86%, which significantly surpasses the 70.89% accuracy observed in mental 
health disorder detection. The findings indicate that Bi-LSTM outperforms one-way LSTM, particularly in terms of 
precision-recall balance, due to its ability to process data in both forward and backward directions. However, the results 
also reveal that some word embedding methods, such as FastText, tend to produce unbalanced precision-recall values, 
highlighting the need for improved classification techniques. 

Future research should explore the use of Multi-Layer Bi-LSTM for mental health detection, as seen in sarcasm 
detection which achieved 95.41% accuracy. Implementing a multi-layered approach could enhance the model’s ability 
to capture complex linguistic patterns associated with mental health symptoms. Additionally, addressing the imbalance 
in precision-recall scores, such as the 97.43% precision versus 76% recall observed in FastText, is crucial to ensure 
that the model does not disproportionately misclassify normal user data. This can be mitigated through data balancing 
strategies, including oversampling minority classes or fine-tuning classification thresholds. 

Furthermore, the size and diversity of the dataset should be carefully considered in future studies, as a larger 
dataset can improve model generalization and reduce overfitting, while a more diverse dataset ensures robustness 
across different linguistic expressions of mental health symptoms. Expanding the dataset would help the model better 
differentiate between users with and without mental health disorders, reducing the risk of biased predictions. Lastly, 
integrating hybrid architectures, such as CNN+Bi-LSTM, or incorporating attention mechanisms could further enhance 
model performance by capturing deeper contextual relationships within text data. This is expected to increase the 
accuracy and sensitivity in detecting mental disorders, as well as expand the benefits of the system to more individuals 
who need psychological support. 
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