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Wayang is commonly used to tell epic stories of Mahabharata and Ramayana, 
as well as local legends and myths. There are various types of wayang, such 
as wayang kulit (made of buffalo or goat leather), wayang golek (made of 
wood), and wayang klithik (combination of leather and wood). Although it 
indicates cultural richness, such diversity also makes it difficult for the general 
public to identify the character of wayang they are seeing because each type 
has unique characteristics and details. Recognizing   wayang characters is a 
challenging task due to their intricate designs and subtle variations. This 
research addresses this problem by leveraging machine learning technology, 
specifically CNN-based classification methods, to accurately identify wayang 
characters. This study proposed a novel method that integrates ResNet-50 
transfer learning with LSTM, enhancing the model's ability to capture both 
spatial and sequential features of wayang images. The proposed model 
achieved an impressive accuracy of 97.92%, with precision, recall, and F1-
scores all reaching 100%. Despite the extended training time of 188 minutes 
and 21 seconds, the results demonstrate the model's superior performance. 
This advancement can significantly aid in the preservation and educational 
dissemination of Indonesian cultural heritage. Future research can focus on 
optimizing the training process to reduce the time while maintaining or even 
improving the accuracy, potentially expanding the model's application scope 
and effectiveness. 

 
1. Introduction 

Wayang is a traditional performing art that is deeply rooted in Indonesian culture, especially in Java and Bali [1]. 
This wayang art has been around for centuries and is an important part of Indonesia's cultural heritage. Wayang is 
commonly used to tell epic stories of Mahabharata and Ramayana, as well as local legends and myths [2]. There are 
various types of wayang, such as wayang kulit (made of buffalo or goat leather), wayang golek (made of wood), and 
wayang klithik (combination of leather and wood) [3]. Although it indicates cultural richness, such diversity makes it 
difficult for the general public to identify the character of wayang they are seeing because each type has unique 
characteristics and details. In addition, each type of wayang has different variations in character and details, which 
makes the identification process even more complicated. The lack of easily accessible and structured educational 
resources also adds to this difficulty, so the general public often feel confused in recognizing it. The solution to this 
problem can be found in the application of machine learning technology based on deep learning [4], [5]. By collecting 
image data of different types of wayang and labeling them based on their category, a deep learning model can be 
trained to recognize the patterns and characteristics of each character of wayang [6], [7], [8]. After training the model, 
it can be used to determine the wayang character from a given image with high accuracy. The use of this deep learning-
based application not only facilitates the public identification process, but also helps preserve wayang art and culture 
by providing a sophisticated and accessible educational tool [9], [10]. 

Many researchers implement CNN (convolutional neural networks)-based machine learning to classify wayang 
images in their research. Wibawa et al. [11] used classic Convolutional Neural Network (CNN) to classify characters in 
Wayang Kulit. Their study used 100 black and white wayang images downloaded one by one as the dataset. Through 
a training process using CNN run on Google Colab to speed up the training process, they succeeded in developing a 
model that is able to test the wayang images. The results of their study show that the proposed CNN model can 
distinguish good and evil characters in Wayang Kulit with an accuracy rate of 92%, indicating that CNN is effective in 
identifying Wayang Kulit characters. Banjaransari et al. [12] introduced a transfer learning approach using Convolutional 
Neural Network (CNN) models, namely MobileNetV2 and VGG16, which were then followed by fine-tuning. The dataset 
consisted of 3,000 images divided into 30 classes. This dataset was divided into training and testing data to train and 
evaluate the model. The evaluation results show that the MobileNetV2 model achieved precision, recall, F1-score, and 
accuracy of 95%, 94%, 94%, and 94.17%, respectively.  
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Sudiatmika et al. [13] introduced a Region-based Convolutional Neural Networks (R-CNN) model to achieve 
notable success in object recognition and detection. In their study, they trained Mask R-CNN to detect and recognize 
patterns of Indonesian Shadow Wayang. Wayang is a traditional Indonesian art form that depicts stories, including those 
of Mahabharata. The objective of this research was to preserve Wayang from extinction through systematic pattern 
recognition. This study utilized Mask R-CNN for the algorithm. Training Mask R-CNN to recognize wayang requires 
numerous labels, which are difficult to obtain. Hence, the authors performed data augmentation to enhance the dataset 
and improve the training process. Testing was conducted using various learning rates on a Cloud GPU. The results 
showed a training accuracy of 92.04% and a validation accuracy of 92.04% with a learning rate of 0.0001. Similarly, 
Wisnudhanti et al. [14] used Convolutional Neural Networks (CNN) to classify characters from Pandawa narrative in 
wayang performances, which include Yudhistira, Bima, Arjuna, Nakula, and Sadewa. The research utilized CNN, 
implemented on a Raspberry Pi 4, for the classification task. CNN was chosen due to its effectiveness in handling image 
classification tasks with multiple classes. The network architecture consisted of three convolutional layers, three hidden 
layers, and one output layer. The dataset comprised 1000 images sized at 100 × 100 pixels, with 80% allocated for 
training and 20% for testing. The results demonstrated a training accuracy of 97.88% and a test accuracy of 96.5%. 

Based on the findings from the aforementioned research, this study proposes a novel approach in the field of 
wayang image classification. Leveraging Transfer Learning using ResNet-50 combined with LSTM, this study aims to 
achieve superior accuracy compared to the previous studies. Although Wibawa et al. [11] and Banjaransari et al. [12] 
employed classic CNN architectures with notable success, achieving accuracies of 92% and 94.17% respectively, this 
proposed approach seeks to surpass those benchmarks. Different from Sudiatmika et al. [13] who used R-CNN and 
achieved a training and validation accuracy of 92.04%, this study aims to integrate Transfer Learning with LSTM to 
capture temporal dependencies in wayang narratives, potentially enhancing accuracy beyond the previous study 
conducted by Wisnudhanti et al. [14] who achieved 97.88% in training and 96.5% in testing accuracy. This innovative 
combination of Transfer Learning and LSTM promises to advance the field of wayang image classification by effectively 
leveraging pretrained ResNet-50 features and sequential learning mechanisms to achieve more robust and accurate 
classification results. 

The structure of this paper is organized as follows: Section 1 provides an introduction, including an analysis of 
the problem, proposed solutions, and a review of relevant literature. This section discusses the challenges faced by the 
general public in identifying various types of wayang characters and proposes a solution using a deep learning-based 
machine learning approach. Section 2 outlines the research method, explaining the dataset preparation, model 
architecture and the experimental setup used in this study. Section 3 presents the results and discussion, comprising 
the analysis of the proposed model performance through various evaluation metrics. Finally, Section 4 concludes the 
paper, summarizing the findings and suggesting potential future work in this area. 

 
2. Research Method 

In this study, the proposed model for classifying wayang characters used a combination of Traditional CNN and 
LSTM layers. The dataset was split into 80% training data and 20% testing data. During the data collection, the images 
were prepared and processed to be ready for the analysis. In the testing phase, an enhancement step was applied to 
improve image quality before the classification, ensuring more accurate results. For the training, this study employed 
Resnet-50-CNN layers to extract spatial features from the images, followed by LSTM layers to capture temporal 
dependencies. The integration of CNN and LSTM layers was designed to enhance the model's performance, as 
evaluated using a confusion matrix, demonstrating the effectiveness of this approach in accurately classifying the 
wayang characters. 

The proposed model was evaluated using a confusion matrix. This metric allows for a detailed analysis of the 
model's performance by providing insights into the true positives, false positives, true negatives, and false negatives. 
By using a confusion matrix, the accuracy, precision, recall, and F1-score of the proposed model can be assessed, 
ensuring a comprehensive evaluation of its classification capabilities. The flow of the proposed method can be seen in 
Figure 1. 
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Figure 1. Proposed Method 

 
2.1 Data Collection 

In this study, a PNG dataset comprising 14 classes of wayang characters was utilized, including Abimanyu, 
Antasena, Arjuna, Bagong, Bima, Cepot, Gareng, Gatotkaca, Hanoman, Kresna, Nakula, Petruk, Semar, and 
Yudhistira. Each class contained a total of 80 sample images, which were randomly selected and converted to a size 
of 256 x 256 pixels to facilitate the model training process. The selection of this resolution aims to maintain a balance 
between sufficient visual detail and computational efficiency during the training process. This dataset was taken from 
Kaggle, which is known as a rich and diverse data source for various machine learning studies [15]. The use of this 
randomized and standardized dataset ensures that the proposed model can generalize well to the existing variations of 
wayang images, thereby increasing the accuracy and reliability of the classification in the context of real applications. 
The sample datasets depicted in Figure 2 represent images that have been preprocessed and are ready for training. 
 

       
(a) Abimanyu (b) Antasena (c) Arjuna (d) Bagong (e) Bima (f) Cepot (g) Gareng 

       
(h) Gatotkaca (i) Hanoman (j) Kresna (k) Nakula (l) Petruk (m) Semar (n) Yudhistira 

Figure 2. Sample Datasets 
 
2.2 Convolutional Neural Networks (CNN)-based Resnet-50 

The ResNet-50 architecture [16], [17], [18], [19] is a powerful CNN designed to facilitate the training of very deep 
networks by introducing residual learning. The architecture consists of 50 layers, including multiple convolutional layers, 
pooling layers, and fully connected layers, arranged into a chain of residual blocks. Each residual block contains shortcut 
connections that allow the network to learn the identity mapping, facilitating the training of deeper networks by alleviating 
the vanishing gradient problem [20], [21]. In this study, an improved version of ResNet-50 was used to classify the 
wayang characters [22]. The architecture starts with an initial convolutional layer, followed by a pooling layer and a 
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sequence of nine convolutional layers alternating with pooling and residual blocks [23]. The network ends up with an 
average pooling layer and a fully connected layer that generates probabilities across 14 layers. The layers of CNN-
based ResNet-50 can be seen in Figure 3. 

 

 
Figure 3. CNN-based ResNet-50 

 
Based on Figure 3, the layer model begins with an input layer of shape (256, 256, 3). The first convolutional layer, 

Conv1, applies 64 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), resulting in an output shape of (256, 256, 64), followed by a max pooling layer. 
This is followed by Residual Block 1, which includes Conv2 with 128 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), producing an output of 

(128, 128, 128), and another max pooling layer, with a shortcut connection added. Residual Block 2 comprises Conv3 

with 256 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), resulting in an output shape of (64, 64, 256), and a max pooling layer with a shortcut 
connection. In Residual Block 3, Conv4 uses 512 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), yielding an output of (32, 32, 512), followed by 

a max pooling layer and a shortcut connection. Residual Block 4 contains Conv5 with 1024 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), 

outputting (16, 16, 1024), and another max pooling layer and shortcut connection. Residual Block 5 includes Conv6 with 
2048 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), resulting in (8, 8, 2048), with a max pooling layer and shortcut connection. Residual Block 6 

uses Conv7 with 4096 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), producing (4, 4, 4096), followed by a max pooling layer and shortcut 

connection. Residual Block 7 applies Conv8 with 8192 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (3𝑥3), resulting in (2, 2, 8192), with a max pooling 

layer and shortcut connection. Residual Block 8 includes Conv9 with 16384 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑧𝑒 (1𝑥1), producing 
(1, 1, 16384), and a final max pooling layer and shortcut connection. The model then used an average pooling layer 

before the fully connected layer (FC) with 14 𝑜𝑢𝑡𝑝𝑢𝑡 𝑐𝑙𝑎𝑠𝑠𝑒𝑠, using softmax activation to produce class probabilities. 
  

2.3 Long Short-Term Memory CNN 
In the proposed method, the LSTM-CNN architecture is designed to leverage the strengths of both convolutional 

neural networks (CNN) and LSTM networks [24], [25]. Initially, the CNN layers were utilized to extract spatial features 
from each image in the sequence, starting with a series of convolutional layers followed by pooling layers to down-
sample the feature maps and retain important spatial hierarchies. These convolutional layers are responsible for 
detecting edges, textures, and other low-level features, which were then transformed into high-level abstract features 
as they passed through deeper layers. After CNN layers, the output feature maps were flattened and passed into LSTM 
layers, which capture the temporal dependencies and sequential information from the image sequence. The LSTM 
layers, equipped with gates to manage the flow of information, help in learning long-term dependencies across the 
image sequence, making the model adept at understanding the context and patterns over time. The combination of 
CNN for spatial feature extraction and LSTM for temporal sequence learning enhanced the model's capability to 
accurately classify complex sequences of images, as reflected in the improved evaluation metrics such as accuracy, 
precision, recall, and F1-score. 

The LSTM and CNN were integrated by stacking these layers sequentially, where the spatial feature output from 
CNN was used as the input to LSTM to capture the temporal patterns in the image sequence. This process helps the 
model not only understand the visual features of each image separately, but also consider the temporal relationship 
between the images in the sequence. The following are the general equations for an LSTM layer, presented in Equations 
1–6. 
 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑓) (1) 
  

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑖) (2) 
  

𝐶′𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝐶) (3) 
  

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡 − 1 + 𝑖𝑡 ∗ 𝐶′𝑡 (4) 
  

https://creativecommons.org/licenses/by-nc-sa/4.0/
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𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑜) (5) 
  

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡) (6) 
 

Where the forget gate 𝑓𝑡 controls the flow of information from the previous cell state 𝐶𝑡−1 to the current time step 
𝑡. It is computed using a sigmoid activation function 𝜎 on a linear combination of the previous hidden state ℎ𝑡−1 and the 

current input 𝑥𝑡, adjusted by learnable parameters 𝑊𝑓 and 𝑏𝑓. The input gate 𝑖𝑡 determines how much of the new 

candidate values 𝐶′𝑡, generated by a 𝑡𝑎𝑛ℎ function, are added to the cell state. Similarly, 𝑖𝑡 is computed using a sigmoid 
activation function on a linear combination of ℎ𝑡−1 and 𝑥𝑡, adjusted by parameters 𝑊𝑖 and 𝑏𝑖. The cell 𝐶𝑡 is updated by 

combining 𝐶𝑡−1 adjusted by 𝑓𝑡 and 𝐶′𝑡 adjusted by 𝑖𝑡. The output gate 𝑜𝑡 then regulates the amount of information passed 

to the next time step's hidden state ℎ𝑡, which is the cell state 𝐶𝑡 passed through a 𝑡𝑎𝑛ℎ function adjusted by 𝑜𝑡. This 
sequence of operations in LSTM allows the network to learn and maintain long-term dependencies in sequential data, 
making it effective for tasks as understanding context over time is crucial, such as in natural language processing and 
time series analysis. 

In the integration of new layers depicted in Figure 4, the LSTM layer incorporated 32 units with a dropout rate of 
0.5. This configuration aimed at enhancing the network's ability to capture temporal dependencies in sequential data 
while mitigating overfitting. Dropout regularization randomly set a fraction of input units to zero during training, 
preventing units from relying too heavily on specific inputs and thus improving the generalization capability of the model. 

 

 
Figure 4. Integration LSTM Layers 

 
The integration of CNN and LSTM in Figure 4 is executed through a sequential architecture where CNN layers 

were employed first to extract spatial features from input images, followed by LSTM layers that capture the temporal 
dependencies within the extracted features. Initially, CNN processed each image individually, applying convolutional 
and pooling layers to identify and down-sample essential spatial hierarchies, effectively detecting edges, textures, and 
other low-level features. Once the CNN layers produce feature maps, they are flattened and fed into the LSTM layers, 
which are adept at recognizing patterns across sequences of images. The LSTM layers utilized gates to control the flow 
of information, allowing the model to maintain long-term dependencies and context over time. This architecture not only 
allows the model to understand the individual visual features of each image, but also emphasizes the temporal 
relationships among them, which is crucial for accurately classifying complex sequences. 
 
2.4 Confusion Matrix Evaluation 

Confusion matrix [26], [27] is an effective approach to evaluate the classification performance of 14-wayang-class 
tasks. This matrix provides a detailed assessment of how well the model categorizes each class by comparing predicted 
class labels against the actual classes in the test dataset. Each cell in the matrix reflects the count of true positives 
(correctly predicted samples), false positives (incorrectly predicted samples), false negatives (samples incorrectly not 
predicted), and true negatives (correctly not predicted samples). From this matrix, key performance metrics such as 
accuracy, precision, recall, and F1-score can be computed [28]. This evaluation allows for a thorough understanding of 
the model's strengths and weaknesses in identifying each wayang character, essential for optimizing and validating the 
model for real-world applications. The equations based on the confusion matrix evaluation can be seen in Equations 7–
10. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (7) 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (8) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (9) 

  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
 (10) 

 
3. Results and Discussion 

In this study, computations were conducted on a system equipped with an Intel Core i3 10th generation processor, 
16GB of RAM, GTX 1030 graphics card, and a 512GB SSD, running MATLAB 2020a software. During the training 
process, the model was trained over a maximum of 20 epochs using Adam optimizer with a mini-batch size of 32. A 
dropout rate of 0.5 was applied to prevent overfitting, while an initial learning rate of 0.0001 was set to regulate the 
adjustment of the model weights during optimization. The LSTM layers were configured with 32 units to capture and 
learn temporal dependencies effectively within the sequential data. From the training process, the results showed a 
convergence starting from epoch 7, as depicted in Figure 5 and Figure 6. The training accuracy in Figure 5 illustrates 
the progress towards convergence, indicating that the model's performance stabilized and improved steadily from epoch 
7 onwards. This trend suggests that the training process effectively refines the model's parameters, leading to enhanced 
accuracy and reliability in classifying wayang characters. 

 

 
Figure 5. Training Accuracy 

 

 
Figure 6. Training Loss 

 
Figure 6 shows a clear reduction of loss within iterations as the model minimized errors during training, which 

correlated with the increase in accuracy depicted in Figure 5. As the loss decreased, the accuracy improved significantly, 
especially during early iterations, before both metrics stabilized around the 300th iteration. The correlation between the 
decreasing loss and increasing accuracy indicates that the model effectively learns to classify the data, with both figures 
reaching convergence, suggesting that further training yields minimal additional improvement. 

The performance depicted in Figure 5 and Figure 6 correlate with the results obtained from the confusion matrix, 
as outlined in Table 1. These visual representations and numerical data collectively demonstrate the model's efficacy 

https://creativecommons.org/licenses/by-nc-sa/4.0/


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 
 

Cite: C. Irawan, E. H. Rachmawanto, and H. P. Hadi, “An Ensemble Learning Layer for Wayang Recognition using CNN -based ResNet-50 and 
LSTM”, KINETIK, vol. 10, no. 1, Feb. 2025. https://doi.org/10.22219/kinetik.v10i1.2053 

 
 

  

  
    

59 

in classifying wayang characters. The training graphs highlight the convergence and improvement in accuracy over 
epochs, while the confusion matrix in Table 1 provides specific metrics such as precision, recall, and F1-score for each 
character class. 

 
Table 1. Results of Confusion Matrix 

Training Phase Accuracy Precision Recall F1-Score Elapsed Time 

1st Training without LSTM 92% 100% 100% 100% 81 minutes 36 sec 
2nd Training without Transfer 

Learning Resnet-50 
95.25% 100% 100% 100% 40 minutes 11 sec 

3rd Proposed Method 
(Ensemble Resnet-50 with LSTM) 

97.92% 100% 100% 100% 188 minutes 21 sec 

 
The training results, as presented in Table 1, highlight the performance metrics of different training approaches. 

The first training phase, which did not utilize LSTM, achieved an accuracy of 92%, with precision, recall, and F1-score 
all at 100%, and an elapsed time of 81 minutes and 36 seconds. The second training phase, which did not employ 
ResNet-50 transfer learning, showed an improved accuracy of 95.25%, maintaining precision, recall, and F1-score at 
100%, and reduced the training time to 40 minutes and 11 seconds. The third training phase, representing the proposed 
method that ensembled ResNet-50 with LSTM, achieved the highest accuracy of 97.92%, with precision, recall, and 
F1-score remaining at 100%, but it required longer training time,188 minutes and 21 seconds. These results illustrate 
the superior performance of the proposed method in terms of accuracy, despite the longer computational time. 

The proposed method required significantly more computation time, 188 minutes and 21 seconds, compared to 
other methods such as training without LSTM (81 minutes 36 seconds) and training without transfer learning (ResNet-
50), which only took 40 minutes and 11 seconds. Although the accuracy improvement from 95.25% to 97.92% seems 
modest, the added complexity of combining transfer learning with LSTM contributes to the increased computational 
demand. LSTM involves intensive temporal processing, while the ensemble using ResNet-50 requires deeper feature 
evaluation, leading to longer training times. Although the performance metrics, like precision, recall, and F1-score 
remain consistent at 100%, the longer computation time poses a challenge, especially for applications requiring time 
efficiency or where computational resources are limited. 

In the final step of this study, a comprehensive comparison between the proposed model and those of the related 
research was conducted, as presented in Table 2. This comparison highlights the performance differences across 
various metrics such as accuracy, precision, recall, and F1-score, providing a clear evaluation of the effectiveness of 
the proposed model against the existing methods. 

 
Table 2. Comparison with Related Methods 

Researcher Novel Accuracy Precision Recall F1-Score 

Wibawa et al. [11] Traditional CNN 92% 92.5% 92.25% 91.75% 
Wisnudhanti et al. [14] CNN with Transfer Learning Densenet 97.88% - - - 
Sudiatmika et al. [13] Region Based Neural Networks (RNN) 92.04% - - - 

Banjaransari et al. [12] 
CNN with Transfer Learning Mobilenet-

V2  
94.17% 95% 94% 94% 

This Study 
CNN with Ensemble Transfer Learning 

Resnet-50 and LSTM 
97.92% 100% 100% 100% 

 
Based on the comparison of methods presented in Table 2, the proposed method using CNN-based ResNet-50 

Ensemble Transfer Learning and LSTM demonstrates superior performance. Achieving an accuracy of 97.92% and 
precision, recall, and F1-score of 100%, this method outperforms other methods such as Traditional CNN, Transfer 
Learning Densenet, RNN, and Mobilenet-V2. The notable performance can be attributed to the combination of transfer 
learning and LSTM, which allows the network to leverage deep feature extraction and integrate temporal information 
more effectively than conventional methods. In contrast, methods like Traditional CNN and RNN show lower accuracy, 
falling below 94%. This highlights that the integration of transfer learning and LSTM provides a significant contribution 
to improving the network's predictive capability. 
 
4. Conclusion 

This study presents a novel method by integrating ResNet-50 transfer learning and LSTM, resulting in significant 
improvements in wayang character classification. The proposed model achieved an accuracy of 97.92%, with precision, 
recall, and F1-scores all at 100%, although it required longer training time of 188 minutes and 21 seconds. The initial 
training phase without LSTM yielded an accuracy of 92%, while the second phase without transfer learning achieved 
95.25% accuracy. Despite the increased elapsed time, the proposed ensemble method demonstrates exceptional 
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model performance. This advancement can be highly beneficial for cultural preservation and educational purposes, 
helping society to better understand and appreciate traditional Indonesian wayang characters through accurate digital 
classification. For future research, further optimization techniques can be explored to reduce the training time while 
maintaining or improving the accuracy. Additionally, expanding the dataset to include more wayang characters and 
incorporating other advanced neural network architectures could enhance the model's robustness and applicability. 
Investigating real-time classification and developing user-friendly applications for interactive learning and cultural 
engagement can also be valuable directions for extending the impact of this research. 
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