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In the digital era, graphic design plays an important role in a company's 
marketing strategy, especially advertising posters that can convey messages 
to the audience. However, the process of creating attractive and informative 
posters takes a long time, especially the component placement on the layout. 
This research aims to develop a layout generator system that automatically 
places components on the layout using one of the transformer-based models. 
The transformer-based model used is a Graph Transformer with edge features 
called SGTransformer, which accepts input data as a graph. SGTransformer 
consists of several graph transformer layers that will calculate the attention of 
node and edge features on the input layout graph. A layout graph describes 
the spatial relationship between components in a layout. The SGTransformer 
model was trained by using advertising poster datasets collected from social 
media. The performance of the model were evaluated using the evaluation 
metrics commonly used in the layout generation domain such as Alignment, 
Overlap, Max IoU, and FID. The scores obtained from each evaluation metric 
are 0.025, 1.274, 0.325, and 8.575 respectively. The model evaluation results 
show that SGTransformer can produce structured and more diverse layouts 
although there are still challenges such as overlap between components.  
Code and other materials will be released at 
https://github.com/syahdeee/Layout-Generator. 

 
1. Introduction 

The development of technology in the current digital era has made significant progress, which has an impact on 
increasing sophistication in various aspects of life. Currently, companies are striving for excellence to compete in an 
increasingly globalized marketplace. Graphic design plays a very important role in marketing strategies for many 
companies, one of which is in advertising. In the field of advertising, companies use advertising posters to promote a 
product. The poster acts as a medium to convey information to the audience [1]. Advertising posters are often 
considered a simple promotional medium. However, graphic designers need a lot of time to complete many poster 
designs.  

There are several important aspects in creating a poster design, one of which is the layout [2]. The arrangement 
of information in a poster can influence the reader to navigate the message that the poster will convey. A cluttered 
layout makes it difficult for readers to navigate the information [2]. Therefore, the placement of poster components such 
as images, titles, subtitles, or other components is very important to be considered by graphic designers because it can 
affect the layout of a poster. A good layout will draw the audience's attention to the important information in a poster. 
However, manually placing the poster components takes a considerable amount of time. This poses a challenge for 
graphic designers to produce attractive poster layouts in large quantities. Therefore, this limitation requires a solution 
that can automate the layout design process. 

Some companies that require advertising posters for promotion will need a system that can automate the layout 
design process, especially in terms of component placement. This system is used to produce large quantities of posters 
efficiently.  In recent years, a growing number of generative modeling-based methods have become a solution to this 
challenge. Generative models such as Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs) 
have successfully generated diverse and high-quality layouts [3], [4], [5], [6]. LayoutVAE and LayoutGAN are the main 
methods that utilize GAN and VAE to produce a graphic layout or scene [3], [4], [6]. LayoutGAN is the first approach 
that applies a generative model (GAN) to generate a layout [3]. The LayoutVAE method proposes an autoregressive 
method based on Conditional VAE by using Long Short-Term Memory (LSTM) to collect information related to the 
predicted bounding box [4]. LSTM cannot model the relationships of all components explicitly, so LayoutVAE has 
difficulty generating layouts with many components. In addition, the method used in the content-aware layout generator 
utilizes GAN to model complex layout distributions and proposes a semantic embedding network to encode multi-modal 
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contents and structural/categorical attributes in the design [5]. Although these approaches are successful in producing 
realistic layouts, the methods used have limitations in modeling the spatial relationships between components contained 
in a graphic design layout. This causes the method unable to place components in the layout based on spatial 
relationship information between components in the design.  

The Neural Design Network (NDN) method is one of the successful methods in generating layouts in graphic 
design by placing components according to the component labels and relationships between components in graphic 
design layouts [7]. The NDN method represents the position relationship of components in a graph and uses a Graph 
Neural Network based on Conditional VAE to generate a layout [8]. The first step in the NDN method is to build a 
complete graph to represent the relationships between all the components in the layout. The distribution of relationships 
between these components is studied using VAE based on Graph Convolutional Network (GCN) [9]. The relationship 
labels between the components are extracted using heuristic rules to learn the layout distribution. This makes NDN 
susceptible to ambiguity in learning the layout distribution, hindering the model's performance in generating accurate 
layouts [9].  

In addition to successfully generating layouts in graphic design, another generative model-based method was 
used to control the position of objects in a natural scene image [10], [11]. To generate a layout in a nature scene image, 
the graph can be used as a scene description to control the composition of the resulting image [11]. Previous research 
proposed a scene graph to describe the relationship between objects in the scene where nodes represent objects in 
the scene and edges represent spatial relationships between objects [10], [11]. The SG2IM model successfully performs 
layout generation for natural scene images by processing the scene graph as input [10]. In addition, SGTransformer 
model is also successful in generating a scene layout based on the generalization ability of the transformer to process 
the scene graph through a multi-head attention mechanism [11]. By using a scene graph as input, these models can 
generate a scene layout containing many objects and relationships between objects [10]. These models have been 
successful in organizing the position of objects in the scene layout but are still not widely explored for layout in graphic 
design. 

This research aims to produce a layout generator system that focuses on the placement of components in the 
poster layout. The placement of these components will be organized by a layout graph. Layout graphs are used to 
explicitly describe the necessary components and positional relationships between components contained in a poster 
layout. Nodes represent the necessary components while edges represent the spatial relationship between components 
[7]. This research uses the SGTransformer model which will be trained on the advertising poster dataset. 
SGTransformer has a good ability to understand the structure and geometric relationships in the graph so that it can 
produce a structured layout [11]. This model generates a layout by calculating the attention on neighboring nodes and 
edge features in the graph.  

Our contribution to this research is to collect advertising poster datasets from social media. Then, the dataset is 
used to train the SGTransformer model which was previously only used on natural scene image datasets [11]. In the 
previous research, SGTransformer was trained so that it could produce the layout of a natural scene image based on 
the input scene graph. In this research, we focus on producing layouts in graphic design specifically for advertising 
poster layouts so that we conduct SGTransformer training on the dataset that we have collected. This research consists 
of five stages, namely, data preparation, data preprocessing, building layout graphs, model training, and evaluation. 
The training stage is carried out to train the model used to produce a layout that can be organized using a layout graph. 
In the end, it will be evaluated how well the SGTransformer model performs in placing components to produce a 
structured and quality poster layout. The SGTransformer model evaluation results will be compared with SG2IM [10] to 
see how well the SGTransformer model performs in generating layouts. 

 
2. Research Method 

The research was conducted through five stages, namely data preparation, data preprocessing, building layout 
graphs, model training, and evaluation. The research workflow can be seen in Figure 1. Research Workflow. Based on 
the research workflow in Figure 1. Research Workflow, the first stage is data preparation. In the data preparation stage, 
the process of collecting posters and poster annotation was carried out. We collected some advertising posters 
uploaded on some companies' social media. The posters were annotated to obtain data related to the bounding box of 
each component and the size of the poster image. The next stage is data preprocessing. At this stage, each bounding 
box was normalized. This is because each poster still had different size (𝑤𝑖𝑑𝑡ℎ,  ℎ𝑒𝑖𝑔ℎ𝑡) [12]. Then, the process of 
building a layout graph on the normalized bounding box data were carried out. At this stage, a layout graph was 
generated which would be input into the model [10], [11]. After the layout graph was successfully built, the data training 
process was carried out until the best model is obtained. At the end of the process, an evaluation was carried out using 
several evaluation metrics to measure the performance of the model. 
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Figure 1. Research Workflow 

 
2.1 Data Preparation  

In the data preparation stage, the poster collection and poster annotation processes were carried out. The stages 
of the process carried out in data preparation can be seen in Figure 2. 

 

 
Figure 2. Data Preparation Workflow 

 
In the poster collection stage, we collected 1413 poster images uploaded on social media to promote specific 

products. All the poster images were taken from Instagram and Facebook using one of the Chrome extensions, Esuit 
Extension Photos Downloader. Using this extension, we were able to download all the photos from Instagram or 
Facebook in bulk. Then, we prepared the collected poster images into a dataset using one of the tools that is often used 
to complete computer vision tasks, Roboflow. Roboflow is one of the popular tools used to annotate images [13]. This 
poster annotation process produced raw data. The raw data is the annotated data in the form of image size and 
bounding box information and labels for each component on the poster. The resulting bounding boxes have the format 
[𝑥,  𝑦,  𝑤,  ℎ] where (𝑥, 𝑦) is the coordinate of the center point of the bounding box and (𝑤, ℎ) is the width and height of 
the bounding box. 
 
2.2 Data Preprocessing  

There are two stages of the process in data preprocessing, namely image scaling and normalization of bounding 
boxes. The process at this stage is described in Figure 3. 

 

 
Figure 3. Data Preprocessing Workflow 

 
At this stage, the raw data generated in section 2.1 were subjected to image scaling. Image scaling is one of the main 
processes that need to be done in the image preprocessing task [14].  Image scaling is used to resize the images [15]. 
This is because the poster sizes (𝑤𝑖𝑑𝑡ℎ, ℎ𝑒𝑖𝑔ℎ𝑡) in the raw data were different [12].  The image scaling method used in 
this research was downscaling method. The downscaling method on images can reduce the size of the image to obtain 
a smaller number of pixels [16]. In this research, each poster is reduced in image size to 64 × 64 𝑝𝑖𝑥𝑒𝑙. The downscaling 
process on posters can be seen in Figure 4. 
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Figure 4. Downscaling Image Processing 

 
Next, the normalization of the bounding box process was carried out. At this stage, each bounding box was 

normalized so that the bounding box coordinate value is in the range [0,1]. This stage is very important because most 
machine-learning algorithms require a consistent input size [12]. The normalization of the bounding box process in 
image processing has been done in previous research [17]. An illustration of the normalization of the bounding box 
process can be seen in Figure 5. 

 

 
Figure 5. Normalization of Bounding Box 

 
Based on Figure 5, the width and height of the image are expressed by 𝑤𝑖𝑑𝑡ℎ𝑖𝑚𝑔 and ℎ𝑒𝑖𝑔ℎ𝑡𝑖𝑚𝑔. The dashed line 

represents the bounding box to be normalized. The width and height of the bounding box are expressed by 𝑤𝑖𝑑𝑡ℎ𝑏𝑜𝑥 

and ℎ𝑒𝑖𝑔ℎ𝑡𝑏𝑜𝑥. In the normalization process of the bounding box, we first normalized the width and height of the 
bounding box using Equation 1 and Equation 2. Then, we obtained the normalization result of each point in the bounding 

box [𝑥0,   𝑦0, 𝑥1,   𝑦1]  using Equation 3 and Equation 4. By going through each process at this stage, we obtained the 

result in the form of normalized bounding box data. 
 

Normalizedwidth =  
widthbox

widthimg

 (1) 

  

Normalizedheight =  
heightbox

heightimg

 (2) 

  

Normalizedx =  x ×  
Normalizedwidth 

widthimg
 (3) 

  

Normalizedy =  y ×  
Normalizedheight 

heightimg
 (4) 

 
2.3 Building Layout Graph 

The layout graph created in this research is based on the principle of the scene graph found in the previous 
research [10]. The layout graph describes the spatial relationship between components in the poster as a directed 
graph, where nodes represent the required components while edges represent the spatial relationship between 
components in the poster [7]. The graph layout formation stage is described in Figure 6. 
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Figure 6. Building Layout Graph Workflow 

 
At this stage, the dataset used to build the layout graph is the normalized bounding box value of each component. 

Then, the bounding box information can be used to determine the spatial relationship between two components in a 
layout. The spatial relationship was represented by a triple consisting of < 𝑠𝑢𝑏𝑗𝑒𝑐𝑡,  𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛,  𝑜𝑏𝑗𝑒𝑐𝑡 > [18]. Based on 
the basic principles of the scene graph, a set of successfully formed triples will build a layout graph [19]. In triples format, 
the first component is represented as 𝑠𝑢𝑏𝑗𝑒𝑐𝑡  and the second component is represented as  𝑜𝑏𝑗𝑒𝑐𝑡 . While the 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛  
in the triples will represent the spatial relationship between objects [15]. 

In the triple formation stage, the relative position is the position between the first component 𝑠𝑢𝑏𝑗𝑒𝑐𝑡  and the 

second component  𝑜𝑏𝑗𝑒𝑐𝑡 . To determine the relative position, it is necessary to calculate the distance vector between 
the bounding box center of the 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 components and the bounding box center of the 𝑜𝑏𝑗𝑒𝑐𝑡  component. Then, the 
relative position that has been determined can be used to determine spatial relationships such as surrounding, inside, 
left of, above, right of, or below [10]. The information obtained in the spatial relationship determination stage can be 
used to build triples with the format < 𝑠𝑢𝑏𝑗𝑒𝑐𝑡,  𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛,  𝑜𝑏𝑗𝑒𝑐𝑡 >. Then, the triples that have been formed will be used 
to build the layout graph [19]. An illustration of the triple construction process can be seen in Figure 7. 

 

 
Figure 7. Illustration of Triples Construction 

 
2.4 Model Training 

The dataset used at this stage is the layout graph generated in section 2.3. In this research, we use the Deep 
Graph Library (DGL) to help process graph-structured data [20]. Before the training process is carried out, data splitting 
is required which divides the data into training datasets, validation datasets, and testing datasets. The model training 
process can be seen in Figure 8. 

 

` 
Figure 8. Model Training Workflow 
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Based on Figure 8, the model was trained using the training dataset. In this research, the models used to train 
the training dataset are SGTransformer [11] as the main model and SG2IM [10] as the comparison model. Then, the 
best training model will be evaluated using several evaluation metrics that will be discussed in section 2.5. 

 
2.4.1 Layout Graph to Layout with SGTransformer 

We used SGTransformer architecture which is an implementation of the graph transformer model [21]. In the 
previous research, SGTransformer succeeded in generating scene layouts based on scene graph input by calculating 
attention on neighboring nodes in the graph and then predicting the bounding box coordinates of each object in the 
scene layout [11]. SGTransformer receives input in the form of a graph. This graph is represented by the layout graph 
described in section 2.3. The layout graph describes the spatial relationship between components in the layout in the 
form of a directed graph 𝐺(𝑉,  𝐸). The components in the graph are represented as nodes and the spatial relationships 
are represented as edges. Nodes and edges will be projected into a higher dimensional space so that each node 𝑖  is 

represented with a feature vector ℎ𝑖   ∈  ℝ𝑑𝑛 and its neighboring node ℎ𝑗. The edge between nodes ℎ𝑖 and ℎ𝑗 is 

represented by the feature vector 𝑒𝑖𝑗. 

SGTransformer acts as a graph encoder, then the output of SGTransformer will proceed to the multilayer 
perceptron (MLP) architecture to predict the bounding box coordinates of each component in the layout. The 
SGTransformer architecture consists of several block stacks where each block will perform multi-head attention 

calculations on each node ℎ𝑖 and its neighboring nodes ℎ𝑗. In the attention calculation, edge features 𝑒𝑖𝑗 are also 

considered because edge features contain important information about the relationship between components. For each 
node ℎ𝑖, the multi-head attention mechanism is defined in Equation 5. 

 

Attention (Q,  K,  V,  E)  =  soft max (
hiW

Q .  hjW
K

√dk

)  .  hjW
V .  eijW

E (5) 

 

Based on Equation 5, 𝑊𝑘
𝑄 ,  𝑊𝑘

 𝐾 ,  𝑊𝑘
𝑉 ,  𝑊𝑘

𝐸   ∈  ℝ𝑑𝑘×𝑑  are learnable projection matrices, 𝑘  ∈  {0,   … ,  𝑁ℎ𝑒𝑎𝑑𝑠} and 

𝑑𝑘  =  
𝑑

𝑁ℎ𝑒𝑎𝑑𝑠
 [11]. Since SGTransformer is composed of several graph transformer layers, each layer will calculate the 

attention value on each node using Equation 5. In Equation 5, the node  ℎ𝑖 is used as a query (𝑄). While node ℎ𝑗 is the 

neighbor of the node ℎ𝑗  which will be mapped as a key-value pair. Then, the edge features 𝑒𝑖𝑗  will be multiplied by the 

product of the query (𝑄) and key (𝐾) before the softmax operation [21]. The result of this operation can be used to 
update edge features. 

Since SGTransformer acts as a graph encoder, the output of SGTransformer will be continued to the two MLP 
heads architecture which will be able to predict the bounding box value for each component. We trained the 
SGTransformer model using the layout loss 𝐿𝑙𝑎𝑦𝑜𝑢𝑡 defined by Equation 6. 

 

Llayout  =  Lbox  +  Liou (6) 

 
Based on Equation 6, the layout loss 𝐿𝑙𝑎𝑦𝑜𝑢𝑡 is the total of 𝐿𝑏𝑜𝑥  and 𝐿𝑖𝑜𝑢 , where 𝐿𝑏𝑜𝑥 is the 𝐿2 at the bounding 

box coordinates [22] dan 𝐿𝑖𝑜𝑢 is the distance IoU loss [23] . 
 

2.4.2 Layout Graph to Layout with SG2IM 
As the comparison, we applied a model that has been proposed in the previous study [10] which used the SG2IM 

model based on a graph convolutional network consisting of several graph convolutional layers. In the graph 
convolutional layer, given a graph input with vectors of dimension 𝐷𝑖𝑛 at each node and edge, it will produce a new 

output vector of dimension 𝐷𝑜𝑢𝑡 for each node and edge. The resulting output vector depends on the local information 
from the vicinity of the connected input vectors [24]. The working principle of the graph convolutional layer [10] is 
illustrated in Figure 9. 

Based on Figure 9, the model receives input vectors 𝑣𝑖 ,  𝑣𝑟   ∈  ℝ𝐷𝑖𝑛 for each object 𝑜𝑖   ∈  𝑂 and edge (𝑜𝑖 ,  𝑟,  𝑜𝑗)  ∈

 𝐸. Then, three functions 𝑔𝑠,  𝑔𝑝  and 𝑔𝑜 will be used to calculate the output vectors 𝑣𝑖
′,  𝑣𝑟

′   ∈  ℝ𝐷𝑜𝑢𝑡  . The functions 𝑔𝑠,  𝑔𝑝 

dan 𝑔𝑜 accept input in the form of triples of vectors (𝑣𝑖 ,  𝑣𝑟 ,  𝑣𝑗) and produce the output subject 𝑜𝑖, predicate 𝑟 , and object 

𝑜𝑗. To calculate the output vector 𝑣𝑟
′  for each edge where 𝑣𝑟

′   =  𝑔𝑝(𝑣𝑖 ,  𝑣𝑟 ,  𝑣𝑗). The output vector 𝑣𝑖 for object 𝑜𝑖 is 

calculated by 𝑣𝑖  =  ℎ(𝑉𝑠
𝑖 ,  𝑉𝑜

𝑖), h is a symmetric function that combines a set of input vectors into a single output vector. 
Then, the output of the process will be forwarded to the multilayer perceptron (MLP) which will produce bounding box 
coordinates for each component [10]. 
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Figure 9. Computational Processing of a Single Graph Convolutional Layer 

 
2.5 Evaluation Metrics 

We performed an evaluation using four metrics namely, alignment, overlap, maximum IoU, and FID to measure 
the quality of the generated layout. For alignment, overlap, and FID score metrics, the lower the score, the better [7], 
[26]. Whereas for maximum iou, the higher the score, the better [28]. 

 
2.5.1 Alignment 

Alignment is one of the important principles in creating a design because it affects the audience's perception of 
the layout [7]. The components in a good design must be in center alignment or edge alignment [25]. Adjacent elements 
usually have six alignment types, namely left, x-center, right, top, y-center, and bottom aligned. Therefore, it is necessary 
to measure the alignment between components explicitly [26]. The alignment measurement is defined by Equation 7. 

 

alignment =
1

N
 ∑ ∑ {min (l(ei

k,   ej
k), m(ei

k,   ej
k), r(ei

k,   ej
k))}

j,i ≠ j

min

ik

 (7) 

 

Based on Equation 7, N is the number of generated layouts, 𝑒𝑖
𝑘 and   𝑒𝑗

𝑘 are the 𝑖𝑡ℎ component and 𝑗𝑡ℎ component 

of the 𝑑𝑡ℎ layout. Meanwhile 𝑙, 𝑚, and 𝑟 are alignment functions where the distances between the left, center, and right 
components are considered. 

 
2.5.2 Overlap 

Based on the design principles, a good layout will avoid overlapping between elements [26]. The overlap metric 
will calculate the total area of overlap between pairs of bounding boxes in a layout [8], [27].The overlap calculation will 
be defined by Equation 8. 

 

alignment =
1

N
 ∑ ∑

si ∩  sj 

si 
∀j≠i

N

i=1

 (8) 

 
Based on Equation 8, 𝑠𝑖 ∩  𝑠𝑗  represents the overlapping area between elements 𝑖 and 𝑗. 𝑁 is the number of 

elements in the layout.   
 

2.5.3 Maximum IoU 

Maximum IoU (Max. IoU) is used to calculate the similarity between the original set of layouts 𝐵 = {𝑏𝑖}𝑖=1
𝑁  dan 

and the generated layouts 𝐵′ = {𝑏𝑖
′}𝑖=1

𝑁   [28]. The similarity calculation between the two layouts 𝐵 = {𝑏𝑖}𝑖=1
𝑁  and 𝐵′ =

{𝑏𝑖
′}𝑖=1

𝑁  is calculated using Intersection Over Union (IoU After calculating the similarity, optimal matching between 𝐵 and 

𝐵′ will be performed and the average IoU of the bounding boxes will be calculated based on Equation 9. 
 

𝑔𝐼𝑜𝑈(𝐵, 𝐵′, 𝐿)  =  𝜋∈𝑆𝑁
𝑚𝑎𝑥 

1

𝑁
∑ 𝐼𝑜𝑈(𝑏𝑖  ,  𝑏𝜋(𝑖)

′ )

𝑁

𝑖=1

 (9) 

Based on Equation 9, IoU (. , .) is used to calculate the IoU between bounding boxes. To evaluate the similarity 

between the generated layouts 𝐵 = {𝐵𝑚}𝑚=1
𝑀  and real layouts 𝐵′  = {𝐵𝑚

′ }𝑚=1
𝑀  requires calculating the average similarity 

with optimal matching based on Equation 10. 
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MaxIoU(B,  B′,  L)  =  π ∈ SM

max
1

M
∑ gIoU(Bm,  Bπ(m)

′ ,  Lm)

M

m=1

 (10) 

 
In Equation 10, only matches between two layouts with identical label sets are considered. 
 
2.5.4 FID Score 

The FID (Frechet Inception Distance) metric can be used to evaluate visual quality by measuring the distribution 
distance between real and generated layouts [8]. FID can also measure realism and diversity [7]. To calculate the FID, 
representative features of the layout are required. Following [29], this research trained a neural network to classify 
between ground truth layouts and noise-added layouts. Then, it was combined with an additional decoder network so 
that the training can realize both alignment and positioning [29]. 

 
3. Results and Discussion 

In this section, we will discuss several things such as the dataset used and the performance of the SGTransformer 
model in placing components on the layout based on the input layout graph. The evaluation metrics used are alignment, 
overlap, maximum iou, and FID score. The performance of the SGTransformer model will be analyzed and compared 
with SG2IM. Subsequently, a visualization of the layout results generated by the SGTransformer model is performed. 

 
3.1 Dataset 

The dataset used in this research is a poster consisting of five components, namely title, subtitle, info, primary 
image, and logo. The process of preparing poster data into bounding boxes has been described in section 2.1. In the 
method used, input data is required in the form of a graph composed of several triples in the format of <
𝑠𝑢𝑏𝑗𝑒𝑐𝑡,  𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛,  𝑜𝑏𝑗𝑒𝑐𝑡 >  where 𝑠𝑢𝑏𝑗𝑒𝑐𝑡  and 𝑜𝑏𝑗𝑒𝑐𝑡  is the component contained in the poster while  𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 is the 
spatial relationship between components as explained in section 2.3. The distribution of components and relations in 
our triple dataset can be seen in Figure 10 and Figure 11. 
 

 
Figure 10. Distribution of Component Counts 

 

 
Figure 11. Distribution of Relation Counts 
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Based on Figure 11, the most common spatial relationship categories in triples are inside and surrounding. This 
shows that the tripe dataset that will be built into a layout graph is dominated by spatial relationships with the inside and 
surrounding categories. However, the right and left categories are still rarely found in the layout graph. In addition, the 
distribution of components can be seen in Figure 10, where components such as primary image, title, and info are pretty 
much contained in the layout graph. 

 
3.2 Result and Model Evaluation 

In this section, we will analyze the performance results of the SGTransformer model. We will explore the 
contribution of edge features and Laplacian positional encoding (LapPE) to the performance of the SGTransformer 
model. Then, we will discuss the impact of using spatial relationships in the input on the performance of the 
SGTransformer model. 
 
3.2.1 Analysis of Laplacian Positional Encoding (LapPE) and Edge Features in SGTransformer Model 

In the SGTransformer architecture, two important components can affect the model's ability to place components 
in the layout. These components are edge features and Laplacian positional encoding (LapPE) [11].  Exploration of the 
contribution of edge features and lapPE to the model is divided into four scenarios. In the first scenario, the model is 
trained without using edge features and lapPE. In the second scenario, the model is trained using edge features but 
without using lapPE. In the third scenario, the model is trained with LapPE but without using edge features. Lastly, the 
model is trained using edge features and lapPE. The results of the model performance evaluation based on the 
contribution of edge features and LapPE can be seen in  

 
Table 1.  
Based on  
 
Table 1, the fourth scenario provides the best evaluation results on the overlap, max iou, and FID score metrics. 

In that scenario, the model excels on the FID score metric indicating that the model can produce better quality and more 
diverse layouts compared to the other scenarios. This is because the FID score measures diversity and fidelity [8]. In 
the max IoU metric, the model also managed to outperform other scenarios. This shows that the layout produced by 
the model is more like the ground truth layout compared to other scenarios. In addition, the model is better in minimizing 
the overlap compared to models in other scenarios. This is because, in the fourth scenario, the model is trained using 
edge features and lapPE. Edge features store additional information about the type of relationship between nodes [11] 
while lapPE utilizes laplacian eigenvectors [30] to express the relative position between nodes in the graph to enrich 
the knowledge representation in the graph and produce a more structured layout.  

 
Table 1. Evaluation Result Based on Contribution of Edge Features and LapPE in SGTransformer 

Scenario 
Result of Evaluation 

Alignment Overlap Max IoU FID Score 

SGTransformer (without EF & 
LapPE) 

0.029 1.474 0.242 10.349 

SGTransformer (with EF & 
without LapPE) 

0.020 1.523 0.310 10.684 

SGTransformer (with LapPE & 
without EF) 

0.026 1.430 0.266 9.202 

SGTransformer (with EF & with 
LapPE) 

0.025 1.274 0.325 8.575 

 
As for the alignment metric, the model in the second scenario gives better results compared to scenario 4 and 

other scenarios. In the second scenario, the model is trained without using LapPE and only relying on the information 
contained in edge features.  Without LapPE, there are limitations for the model to capture the global structure of the 
graph and it is difficult to understand the positional relationship between nodes in the graph [21]. This causes the model 
to tend to generate components at relatively fixed positions because the model only relies on edge features. Therefore, 
the resulting alignment value is better than the other scenarios. However, this model lacks of layout variation as the 
resulting positions tend to be fixed. This is shown by the lowest FID score in scenario 2 compared to the other scenarios 
because the model is not good at generating diversity in the resulting layout. 

 
3.2.2 Impact of Using Spatial Relationships 

This research will discuss the impact of using spatial relationships (SR) on inputs. Spatial relationship describes 
the relative position between components [10]. In this section, the exploration is divided into two parts, namely 
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SGTransformer with spatial relationships (scenario 1) and SGTransformer without spatial relationships (scenario 2). 
The results of the model performance evaluation based on the use of spatial relationships can be seen in Table 2. 

 
 

Table 2. Evaluation Results Based on Spatial Relationships in SGTransformer Input 

Scenario 
Result of Evaluation 

Alignment Overlap Max IoU FID Score 

SGTransformer with SR 0.025 1.274 0.325 8.575 
SGTransformer without SR 0.026 1.430 0.266 9.202 

 
In the SGTransformer architecture, spatial relationships will be represented by edge features [11]. Based on 

Table 2, the SGTransformer model scenario with spatial relationship input (scenario 1) produces the best model 
performance on all metrics used. The model was trained using edge features. This experiment shows that considering 
edge features when calculating attention in the graph can improve the performance of the model in generating a more 
structured layout [11]. The model in the first scenario produces better alignment and overlap compared to the second 
scenario. This shows that the model in the first scenario can produce a good layout in alignment and can minimize 
overlap. In addition, the model also obtains higher max IoU and FID score. This shows that the model can produce 
more diverse layouts compared to the second scenario. A visualization of the layouts generated by the model can be 
seen in section 3.4. 

 
3.3 Model Comparison 

In this section, we will discuss the performance comparison between SGTransformer and SG2IM. SG2IM is the 
first model that can generate layouts based on the input graph [10]. The results of the evaluation of the two models can 
be seen in Table 3. 

 
Table 3. Model Performance 

Method 
Result of Evaluation 

Alignment Overlap Max IoU FID Score 

SGTransformer 0.025 1.274 0.325 8.575 
SG2IM 0.012 1.901 0.286 9.391 

 
Based on Table 3, SGTransformer successfully outperforms the SG2IM model on the overlap, max iou, and FID 

score metrics. Whereas in the alignment metric, SG2IM obtains higher score than SGTransformer. This is because the 
SG2IM model is based on a Graph Convolutional Network (GCN) where GCN can maintain strong local relationships 
and has limitations in capturing the global context [31], thus ensuring that the spatial relationship between related nodes 
will remain consistent. This causes SG2IM to produce component placement in a more consistent position so that the 
resulting layout has better alignment and is more structured. This can be seen from the lower alignment score compared 
to SGTransformer. However, because SG2IM can produce more consistent relative positions between components, 
the model becomes less capable of producing varied layouts. This is shown by the lower FID score compared to 
SGTransformer. 

The SGTransformer model calculates the relationship between nodes globally [10], [21] so that the model can 
produce higher variability in position between components [11], [21]. This causes the SGTransformer model to be able 
to produce component placement in a more varied layout compared to SG2IM. Therefore, the FID score of 
SGTransformer is higher than SG2IM. In addition, SGTransformer also excels in the overlap and max iou metrics. The 
lower overlap score indicates that the placement of components generated by the SGTransformer model has less 
overlap than SG2IM. Meanwhile, the max IoU metric means that the SGTransformer model is more capable of producing 
a layout that is like the ground truth compared to SG2IM. 

In addition to being compared with SG2IM, SGTransformer was shown to provide quantitative results that are 
superior to previous studies [7, 29]. Previous research conducted experiments using the Neural Design Network (NDN) 
method [7]. This NDN method was used to automatically generate layouts on several datasets namely Magazine, RICO, 
and Image Banner Ads. Compared to our study, SGTransformer provides better FID score and alignment results than 
the research. Then, there is previous research that uses the LayoutGAN++ method to automatically generate layouts 
on several datasets such as RICO, PubLayNet, and Magazine [29]. Compared to our study, SGTransformer gives better 
results for alignment, overlap, and FID score metrics. 
 
3.4 Experiment Result 
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In this section, a layout visualization of the placement of components generated by the SGTransformer model 
will be shown. The resulting layout visualization comes from inputs that do not provide spatial relationship information 
and inputs that provide spatial relationships on the layout graph. The visualization results can be seen in Figure 12 and 
Figure 13. 
 

   

Input 

   
Generated Layout 

Figure 12. Layout Generation without Spatial Relationship Input 
 

   

Input 

   
Generated Layout 

Figure 13. Layout Generation with Spatial Relationship Input 
 

In Figure 12, the visualization shown comes from inputs that do not have spatial relationship information. Judging 
from the resulting layout, it shows that the SGTransformer model is also able to produce component placement on 
layouts with inputs that do not have spatial relationship information (only component information is needed). In Figure 
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13, the model can generate the placement of components based on the description of spatial relationships in the input 
represented by the layout graph. The placement of these components is by using the relative position information 
between components described in the input. 

The qualitative results prove the ability of the SGTransformer model to generate layouts based on the input layout 
graph of component labels and relationships between components which can be seen in Figure 13. This implies that 
the SGTransformer model has proficiency in learning the spatial relationships between components represented by the 
input layout graph [11]. In other words, this model shows skill in determining the placement of components in a layout 
based on component information and relationships between components in the input. Unlike the generative models 
based on Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs) in previous studies [3, 4, 5, 
6], these models cannot generate layouts based on input in the form of component labels and relationships between 
components required by the user. This is because GAN and VAE-based models generate outputs in an unconditional 
manner (i.e.,generation from sampled noise vectors) [7].  
 
3.5 Limitations  

Although the SGTransformer model proved successful in locating components based on the input layout graph, 
we recognize that there are still some limitations to this research. The model, which we successfully trained on the 
advertising poster dataset, is only able to place components from input layout graphs that are not too complex 
(containing only a few components and relationships between components). There are still failures in the model when 
receiving input layout graphs that are quite complex. If the model receives input in the form of a complex layout graph, 
there will be an overlap in the resulting components. This model failure can be seen in Figure 14. 
 

Input Generated Layout 
 
 
 

 

 

 
Figure 14. Failure Case 

 
Then, the size of the bounding box on some components generated by the model is still not the required bounding 

box size. This can be seen from the bounding box size of each component generated by the model in Figure 13 and 
Figure 14. In Figure 13, the bounding box width of the title component is too small. This is because the SGTransformer 
model cannot learn the required bounding box size for each component. SGTransformer only learns the spatial 
relationship between existing components, so the model still fails to generate the appropriate bounding box size for 
each component or the required bounding box size [11]. 
 
3.6 Future Directions 

Based on some limitations in our research, we hope that future research can expand the diversity of datasets. 
Future research development is expected to be able to provide datasets with more layout variations, especially in 
component placement in the poster layout. Datasets that have more diverse component layouts are expected to make 
the model able to place components according to the design principles. Then, it is hoped that further research can 
increase the training data so that the model can improve its generalization ability. In addition, further model development 
can use hyperparameter tuning to improve model performance. 

By considering the limitations of the model in this study, we hope that future research can overcome the 
shortcomings of our model which cannot produce a bounding box size that suits the user needs. Future research can 
add other methods that can learn the size of the bounding box of each component so that it can meet the user needs. 
 
4. Conclusion  

This research aims to develop a layout generator system that automatically places components in advertising 
poster layouts using a transformer-based model (SGTransformer). The SGTransformer model developed in this 
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research can place components based on information in the form of component labels and spatial relationships between 
components represented by the layout graph. Based on the experiments conducted, the SGTransformer model that 
has been trained provides evaluation results, namely the alignment of 0.025, the overlap of 1.274, Max IoU of 0.325, 
and FID of 8.575. These evaluation results show better scores compared to the previous studies in the Layout 
Generation domain [7, 29]. The use of Laplacian positional encoding (LapPE) and edge features in the SGTransformer 
model is proven to improve the model performance. The spatial relationships used in the input also have a significant 
contribution to improving the quality of the generated layouts. Compared to SG2IM, evaluation metrics such as overlap, 
maximum IoU, and FID scores show that the SGTransformer model can produce better layouts, especially in terms of 
layout variation, although there are still problems with overlapping components.  

This research contributes to the efficiency of the advertising poster design process and provides practical 
solutions to the creation of advertising posters in the digital marketing industry. The ability of the SGTransformer model 
to learn the spatial relationship between components in the layout graph causes this model to be able to place 
components based on component information and relationships between components in the input. This is different from 
GAN and VAE-based generative models that cannot generate layouts based on input spatial relationships between 
components. The construction of this system is expected to make the design process more efficient, especially when 
the placement of components manually is quite time-consuming. Future research is expected to develop models that 
can produce layouts that are more in line with the design principles. 
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