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River water quality could be determined by understanding the capacity of 
pollutants in a water body. Fuzzy C-Means (FCM) is one of the fuzzy clustering 
methods for determining river water quality by measuring water quality 
parameters, that is, dissolved oxygen (DO) and total dissolved solids (TDS). 
The FCM algorithm is an effective fuzzy clustering algorithm for grouping data 
but often produces local and inconsistent optimal solutions due to the partition 
matrix's random initialisation process.  Therefore, this study proposes to modify 
the FCM algorithm to be precise in the partition matrix initialisation process 
using several distance concepts. The purpose of the proposed algorithm 
modification is to get more consistent FCM clustering results and minimise stop 
iterations. The validation process for the clustering results uses the FCM 
algorithm, and the FCM modification algorithm uses three parameters, namely 
the Partition Coefficient Index (PCI), Partition Entropy Index (PEI) and 
Silhouette Score (SS). The experiments were conducted with three replications 
and using various distance concepts. The results showed that the number of 
iterations stopped in the FCM algorithm has different values for PCI, PEI, SS, 
and stop iterations and objective functions in each trial. On the contrary, the 
FCM modification algorithm has consistent PCI, PEI, and SS values, and the 
number of iterations stops with fewer iterations. Therefore, the modified 
algorithm for initialising the partition matrix can be used in the fuzzy C-means 
clustering algorithm. 

 
1. Introduction 

As an archipelago, Indonesia has many rivers, including 3,137 nationally recognised rivers, spread from Sabang 
to Merauke [1]. The Gajahwong River is one of the three main rivers in Yogyakarta City, Indonesia. The river is known 
for its long history, attributed to the civilisation of the Sultanate of Ngayogyakarta Hadiningrat. According to the 
Watershed Management Board, Gajahwong is a part of the Opak Watershed. Very close to Gajahwong, there are two 
other major rivers, the Winongo and the Code. The downstream of these three rivers is the Opak River, so in general, 
the watershed is named the Opak River [2]. The river remains an important source of drinking water for many rural and 
urban inhabitants [3]. Water is not only drawn to meet the drinking water supply, but people also rely on it to maintain 
cleanliness, sanitation, and hygiene [4]. Unfortunately, river water pollution still poses major challenges in developing 
countries such as Indonesia. Pollutants induce waterborne diseases such as diarrhoea and dysentery. Domestic and 
household pollution contribute to the incidence of waterborne diseases [5]. As reported by [4], about 7.5% of deaths 
were related to waterborne diseases, especially diarrhoea. Although the government has taken steps to ensure that 
clean energy is accessible, including controlling the pollutant loads that enter the water, it remains a great challenge to 
overcome the problems because water pollution has become widespread and has taken many forms, including diffuse 
and non-diffuse pollution [6]. In terms of pollution control, the government has a set of measurement guidelines in the 
form of water quality standards [7]. 

In Indonesia, water quality standards have been regulated by Government Regulation No. 82/2001. We also have 
a more detailed regulation regarding the pollution load, namely SK.298/Menlhk/Setjen/PKL.1/2017. Measurement of 
the pollution load is important to calculate the number of pollutants entering the water body. Mathematically, the pollution 
load is defined as the mass of pollutants in a given time (the unit is kg/day). Measurement of pollution load is important 
to control pollution, as well as for the government to issue a permit for discharge of liquid waste into the river [8]. 
However, the monitoring of the pollution load is rarely carried out by the authority. They are due to many factors, 
including the limitation of human resources. Furthermore, pollution load data is rarely published and is taken in the form 
of academic or regulatory context, which is difficult for lay people to access [9]. Therefore, we need a novel approach 
to determine pollutant loads and present the results in an accessible way. In this research, we proposed the use of 
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automation in the system to determine pollutant loads and the river capacity of pollutant loads. In general, there are two 
systems of automatization: supervised and unsupervised learning [10]. 

Similarly, there are also two approaches to algorithmic clustering, namely hard clustering and fuzzy clustering. In 
principle, the difference in the performance of the two algorithms is the membership of each data point in the cluster 
[11], [12]. In hard clustering, for each piece of data, there is only one cluster member with a full membership value [13]. 
In fuzzy clustering, a subset of data could be a member of more than one cluster with a membership value between 0 
and 1 [14], [15]. Fuzzy C-means Clustering is an effective fuzzy clustering algorithm for grouping data, but often 
produces local optimal solutions [16], [17]. FCM has more flexible and fair advantages in data treatment compared to 
conventional clustering algorithms or hard clustering [18]. In addition, the benefit of this algorithm is that it is 
unsupervised and can reach convergent cluster centres [19]. FCM clustering results in fuzzy rules in fuzzy inference 
systems [20] and deep learning algorithms [21], [22]. 

Several previous studies have optimised the FCM algorithm. For example, Surono and Putri [23] performed the 
FCM optimisation by combining two distance concepts, namely Minkowski and Chebychev (FMMC), using principal 
component analysis (PCA). PCA is used to reduce the data dimensions to help stabilise the cluster analysis 
measurement results. The evaluation of clustering performance results is measured using the Davies-Bouldin index 
(DBI) parameter. The parameter shows an increase in performance from the collaborative use of FCMMC and PCA. 
Meanwhile, [24] combines the Minkowski and Chebychev distance concepts used in the k-Nearest Neighbours (k-NN) 
classification algorithm. On the basis of the experimental results, the distance concept can increase the efficiency of 
the k-NN algorithm. In another study, [25] uses the distance concept based on Kalman filtering in the k-means clustering 
algorithm applied to deep neural networks. 

Some of the weaknesses of the FCM algorithm include: sensitivity to cluster centres; sensitive cluster centres 
make the final results difficult to control; and FCM often produces local optimal solutions [26]. Furthermore, what causes 
inconsistent clustering results is that the matrix initialisation process is performed randomly at the beginning of the 
process [27]. Another important thing that is key to the success of clustering results using the FCM algorithm is the 
mechanism to calculate the distance between each data point and all cluster centres. The Euclidean concept is the 
most used distance concept in the FCM algorithm. Several studies have modified it, including Minkowski and Chebychev 
[23], [24], [28], [29] Minkowski metric [21], and Mahalanobis and Minkowski distance metrics [30]. 

On the basis of the background above, it is necessary to modify the FCM algorithm to determine the capacity of 
river pollution loads by comparing the performance of several distance concepts. This modification aims to minimise 
inconsistent clustering results due to the random initialisation of the matrix. We implemented the modified FCM algorithm 
proposed on several distance concepts, including Euclidean, Manhattan, Minkowski, Chebyshev, squared Euclidean, 
Canberra and a combination of Minkowski and Chebyshev. The contribution of this paper is to improve the performance 
of the FCM algorithm to reduce the number of epochs and obtain more optimal clustering results. The proposed model 
compares its performance with the FCM algorithm in general using three parameters: partition entropy index (PEI), 
partition coefficient index (PCI), and silhouette score (SS). This paper is structured as follows. Section 2 describes the 
proposed method, followed by Section 3, which contains the results and discussion of the proposed method, and finally 
Section 4, which contains the conclusions of this paper.  

 
2. Proposed Method   

This study uses water sample data from the Gadjah Wong River in Yogyakarta to determine the carrying capacity 
of the pollution load of the river. This study analysed the ability of the load carrying capacity of the pollution with two 
parameters: dissolved oxygen (DO) and total dissolved solids (TDS). Determining the carrying capacity of river pollution 
loads for these two parameters uses the mass balance method. The clustering process uses the resulting data from the 
measurements of each parameter. This study proposes a technique consisting of three stages, namely pre-processing, 
clustering using the FCM algorithm and modification of the FCM algorithm, and evaluation of the clustering performance 
of the two algorithms using three parameters, namely: partition entropy index (PEI), partition coefficient index (PCI), 
and silhouette score (SS). 

 
2.1 Pre-processing 

There are 24 sampling locations for the Gadjah Wong river water data, divided into five segments. Measurement 
of the water discharge and concentration constituents of DO and TDS at each point, while the aim is to measure the 
cross-sectional area and velocity of the container to determine the water discharge at each end. Therefore, the 
clustering process for DO and TDS each consists of 5 parameters, including water discharge, DO or TDS concentration 
in the stream, river pollutant load (kg/day), river pollutant load according to quality standards (kg/day) and capacity 
allocation. The data for DO is shown in Table 1. For example, point 1, which is part of segment one in the Santo Thomas 
area, has a water debit of 0.92; the concentration of DO in the stream is 4.8 with a river pollutant load of 414.72 kg/day; 
and the river pollutant load according to the quality standard of 398.33 kg/day has a capacity allocation of -16.39 based 
on the mass balance.  The TDS values are presented in Table 2.  
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Table 1. Example of Measurement Result Data for Dissolved Oxygen (DO) 

Point 

The parameters 

Water 
discharge 

DO concentration 
in the flow 

Pollutant load in the 
river (kg/day) 

River pollutant load 
according to quality 
standards kg/day 

Allocation of 
capacity 

1 0.92 4.8 414.72 398.33 -16.39 
2 0.79 5.3 457.92 339.25 -118.67 
3 1.07 5.8 501.12 463.11 -38.01 
4 1.60 5.6 483.84 692.33 208.49 
5 0.94 5.1 440.64 404.39 -36.25 
6 1.03 4.7 406.08 444.28 38.20 
7 0.88 4.6 397.44 380.22 -17.22 
8 1.15 5.7 492.48 496.35 3.87 

 
Table 2. Example of Measurement Result Data for Total Dissolved Solid (TDS) 

Point 

The parameters 

Water 
discharge 

TDS concentration 
in the flow 

Pollutant load in the 
river (kg / day) 

River pollutant load 
according to quality 
standards kg/day 

Allocation of 
capacity 

1 0.92 205 17712 79665.38 61953.38 
2 0.79 204 17625.6 67850.21 50224.61 
3 1.07 228 19699.2 92622.30 72923.10 
4 1.60 204 17625.6 138465.90 120840.30 
5 0.94 207 17884.8 80877.21 62992.41 
6 1.03 206 17798.4 88856.71 71058.31 
7 0.88 203 17539.2 76044.09 58504.89 
8 1.15 201 17366.4 99270.88 81904.48 

 

2.2 Clustering with Fuzzy C-Means 
Clustering is a technique for grouping data based on similarities between data in a dataset; this process is often 

called unsupervised learning. Some data belonging to the same cluster mean that the data have a higher level of 
similarity in that cluster compared to other clusters [7]. There are two clustering methods, namely hard clustering and 
fuzzy clustering. For hard clustering, each data point is only part of a cluster with a full membership value [24], whereas 
for fuzzy clustering, each data point allows being a member of more than one cluster with a membership value between 
0 and 1 [25]. Therefore, the difference is the size of the membership value in a particular cluster. In 1981, Jim Bezdek 
proposed the FCM algorithm, one of the fuzzy clustering methods. The functioning of FCM is based on the number of 
clusters determined at the beginning by calculating the distance between each data point and each cluster centre [26]. 
First, there is an initialisation process for the membership of all data in each cluster. Then, the membership value of the 
data in each cluster is evaluated by repeatedly calculating the distance to the centre of the cluster until it finds the 
correct location. Calculating the centroid in each cluster uses a Equation 1 while the concept of distance used in this 
study uses seven distance concepts, including the Euclidean, Manhattan, Minkowski, Chebyshev, squared Euclidean, 
Canberra, and the combination Minkowski and Chebyshev distance. 
The calculation for the centroid of the k-cluster is presented below: 

 

Vkj, where k = 1, 2, …., c; and j = 1, 2, …, n 

 

Vkj =  
∑ ((Uik)wXij)

n
i = 1

∑ (Uik)wn
i = 1

 (1) 

 
The Euclidean distance is the concept most frequently used in several classification algorithms, namely k-NN, 

and clustering algorithms, such as k-means and FCM. Euclides stated that the Pythagorean metric could know the 
shortest distance between two points after this, called the Euclidean distance. The Euclidean distance d_2(x, y) between 
the points x and y, where x, y Rn, obtained from the calculations using Equation 2 indicates the number of data 
dimensions. 
 

https://doi.org/10.22219/kinetik.v9i3.1991


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2024 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

290 

𝑑2(𝑋, 𝑌) =  √∑(𝑋𝑖 − 𝑌𝑖)
2

𝑛

𝑖 = 1

 (2) 

 
The Manhattan distance was introduced by Hermann Minkowski in the late 19th century; the way it worked was 

to absolutely sum the difference of several Cartesian coordinates by Equation 3. 
 

d1(X, Y) =  ∑ |Xi − Yi|

n

i = 1

 (3) 

 
Minkowski uses the exponent p in his formulation. Obtain the Minkowski distance from the generalisation of the 

Euclidean (p = 2) and Manhattan (p = 1) distances based on Equation 4. The requirement for the metric conditions is 
that as long as the p-value is equal to or greater than 1, no p < 1 is allowed. 
 

dp (X, Y) =  √∑ |Xi − Yi|
p

n

i = 1

p

 (4) 

 
When the p-value is an infinite positive number, the Chebyshev distance is obtained according to Equation 5. 
 

𝑑∞(𝑋, 𝑌) =  max | 𝑋𝑖 − 𝑌𝑖𝑖 = 1
𝑛 | (5) 

 
Four-distance metrics (Euclidean, Manhattan, Minkowski, and Chebyshev) are the most well-known and general 

basis for research. 
The distance metric used in this case is the squared Euclidean distance (𝑑𝑆𝐷), also known as the sum of squared 

differences. It is a fundamental metric in most minor squares problems and linear algebra based on Equation 6. 
 

𝑑𝑆𝐷(𝑋, 𝑌) =  ∑(𝑋𝑖 − 𝑌𝑖)
2

𝑛

𝑖 = 1

 (6) 

 
Lance et al. have introduced the Canberra Range, which is a weighted version of the Manhattan distance since 

the 1960s using Equation 7. 
 

𝑑∞(𝑋, 𝑌) =  ∑
|𝑋𝑖 − 𝑌𝑖|

|𝑋𝑖| + |𝑌𝑖|

𝑛

𝑖=1

 (7) 

 
Rodrigue has introduced a new distance concept named the Minkowski and Chebyshev combination distance 

shown in Equation 8 for its acquisition. 
 

𝑑(𝑤1,𝑤2,𝑝)(𝑥, 𝑦) = 𝑤
1 √∑ |𝑋𝑘−𝑌𝑘|𝑝𝑛

𝑘=1

𝑝 +        𝑤2𝑚𝑎𝑥𝑘=1
𝑛 |𝑋𝑘 − 𝑌𝑘| 

(8) 

  
Here X_k and Y_k are the values of n-dimensional x and y, respectively, when the value of W_1 is greater than 

W_2, as is the case with Minkowski. Conversely, if W_2 is greater than W_1, it is the same as in Chebyshev. In general, 
Table 3 explains how the FCM algorithm works. First, calculate the value of the objective function in iteration (P) using 
Equation 9, while calculate the change in the partition matrix using Equation 10. 
 

P =  ∑ ∑ (Uik)w  dik(Xi, Vk)

c

k = 1

n

i = 1

 (9) 
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Uik =  
[∑ dij(Xi , Vj)

n
j = 1 ]

−1
w−1

∑ [∑ dik(Xi, Vk)n
j = 1 ]

−1
w−1c

k = 1

 (10) 

 
Where i = 1,2,…., n ; and k = 1,2,…, c 
Note:  d_ik (X_i,V_k) The following formula can use any of the list distance metrics above.  
 

Table 3. Fuzzy C-Means Algorithm 
Algorithm 1: Fuzzy C-Means Clustering 
BEGIN 

INPUT X, c, w, MaxIter, Epsilon, P0, t 

X ← Dataset to be clustered 

c ← The number of clusters 

w ← Rank  

MaxIter ← Maximum iterations 

Epsilon ← The smallest expected error 

P0, ← Initial objective function 

t ← Initial iteration 

i ← t 

While ( t < MaxIter ) do 

 IF t value is equal to i value THEN 

  Initialize partition matrix U(t) randomly 
 ELSE  

  Update Partition matrix U(t) with DistanceMetric(t) 

 Update centroid V(t) with U(t) 

 Calculate objective Function (P) with DistanceMetric(t) and U(t) 

 IF | P- P0 | < epsilon THEN 

  Break 

 ELSE 

      THEN 

  P0 ← P 

  t ← t + 1 

Return U*FCM ← U
(t) and V*FCM  ← V

(t) 

END 

 
2.3 Clustering with Modified Fuzzy C-Means Algorithm 

In this study, we propose modifying the algorithm for fuzzy C-means in the random partition matrix initialisation 
process so that the cluster results obtained are inconsistent and always change if done repeatedly. The details of the 
proposed algorithm modification to initialise the partition matrix are presented in Table 4. 
 

Table 4. Algorithm for Initialising the Partition 
Algorithm 2: for Initialize partition matrix U(0) 
BEGIN 

 DN ← Normalize the input data X using MinMaxScaler 

    U ← [ ] 

    FOR k = 0 to the number of rows in the input data X 

FOR i = 0 to the number of clusters 

 IF the value of i is equal to 0 

a = DN [k][i] 

 U [k][i] = a  

 ELSE IF the value of i is equal to (the number of clusters –1) Deduction = 0 

 FOR x = 0 to (the number of clusters –1) 

 Deduction = Deduction + U[k][x] 

U[k][i] = 1–Deduction 

 ELSE IF the value of i is greater than or equal to the number of columns of input      

data X 

   b = 1 – a 

     IF the value of b is less than or equal to DN [k] [i –number of columns of 

input data X] 

                c = b 

                a = a + c 

                U[k][i]= c 

ELSE 

c = DN[k][i – number of columns of input data X] 

                a = a + c 

U [k][i]= c 

ELSE 

b = 1 – a 

IF the value of b is less than or equal to DN [k][i] 
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                 c = b 

a = a + c 

U [k] [i] = c 

ELSE 

c = DN[k][i] 

a = a + c 

U [k][i] = c 

 END FOR 

END FOR 

END   

 
2.4 Cluster Performance Evaluation 

 To assess the validity of the optimal number of clusters and explain the data structure, two clustering algorithms 
were used to measure the degree of compactness within each cluster and the separation between clusters. This study 
compares the performance of two clustering algorithms, namely the fuzzy C-Means algorithm and the modified fuzzy C-
Means algorithm using three measures called PEI, PCI, and SS. 
1) Partition Entropy Index (PEI).   

PEI is a measure that provides information about the membership matrix without considering the data itself. The 
minimum value implies a good partition in the sense of a sharper partition. The PEI value is obtained using Equation 
11. 
 

PEI = −(
1

N
) ∑ ∑ μcilog (μci)

N

i=1

C

c=1
 (11) 

 
Generally, the optimal cluster is obtained if the value obtained is close to small (close to 0). 

• Partition Coefficient Index (PCI).  
PCI is an index that measures partition fuzziness without considering the data set itself. PCI is a heuristic measure 
because it does not have a relation to the properties of the data. Therefore, its maximum value implies good 
partitioning in the least fuzzy clustering sense. The PCI value is obtained on the basis of Equation 12. 
 

PCI = (
1

N
) ∑ ∑ μci

2
N

i=1

C

c=1
 (12) 

 
 

The optimal cluster is based on the PCI value if the value obtained is more excellent (closer to 1) with a range of 
deals from 0 to 1. 

• Silhouette Score (SS).  The SS method combines two methods: the cohesion method, which measures how close 
the relationships are between objects in a cluster, and the separation method, which measures how far a set is from 
other groups. For SS, it is an optimal cluster if the value obtained is more excellent (close to 1) for the range of deals 
from -1 to 1 obtained based on Equation 13. 
 

𝑆𝑆 = (𝑏 − 𝑎)/max (𝑎, 𝑏) (13) 
 

 
Where, a= average intracluster distance, i.e. the average distance between each point within a cluster, and b= 
average intercluster distance, i.e. the average distance between all clusters. 

 

3. Results and Discussion   
This study carried out experiments by clustering DO and TDS data. The aim is to determine the carrying capacity 

of river pollution loads using a modified FCM clustering algorithm with several clusters, namely 2, 3, and 4 using six 
distances (Euclidean, Canberra, Chebyshev, Manhattan, Minkowski, and Squared). The result of the three parameter 
validation tests, namely PCI, PEI and SS, shows that 2 clusters have the most optimal clustering results. The detailed 
results are presented in Figure 1 and Figure 2. For example, the results of the DO data cluster using the Euclidean 
distance with 2 clusters have optimal performance with PCI, PEI, and SS values of 0.68, 0.71, and 0.58 respectively. 
Similar results are obtained with 2 clusters using the Canberra, Chebyshev, Manhattan, Minkowski and squared 
Euclidean distance. 

The following experiment was to determine the effect on clustering results using several different distances. The 
clustering algorithm that used both FCM and FCM modifications had the same clustering results when measured using 
all three parameters, namely PEI, PCI, and SS. For example, the clustering results using Minkowski distance (p=0.5) 
and Chebyshev distance (W1=1 and W2=2), resulted the FCM algorithm with PEI, PCI, and SS performance of 0.817, 
0.618, and 0.513 respectively. However, using the modified FCM algorithm resulted PEI, PCI, and SS of 0.816, 0.618 
and 0.513 respectively; detailed data are reported in Table 5. The FCM algorithm produced the best clustering results, 

https://creativecommons.org/licenses/by-nc-sa/4.0/


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 
 

Cite: S. ‘Uyun, Eka Sulistiyowati, and T. A. Jati, “Fuzzy C-Means Algorithm Modification Based on Distance Measurement for River Water Quality”, 
KINETIK, vol. 9, no. 3, Aug. 2024. https://doi.org/10.22219/kinetik.v9i3.1991 

 
 

  

  
    

293 

and the modified FCM using squared Euclidean distance produced PE, PCI and SS of 0.287, 0.889, and 0.681 
respectively. 
 

 
Figure 1. The results of DO Data Clustering using Six Distances 

 

 

Figure 2. The Results of TDS Data Clustering using Six Distances 
 

Table 5. Clustering Results using the FCM and Modified FCM Algorithm 

Distance metrics 
FCM Modified FCM 

PEI PCI SS PEI PCI SS 

Minkowski (p = 0.5) & Chebyshev (W1 = 1, W2 = 2) 0.817 0.618 0.513 0.816 0.618 0.513 
Minkowski (p = 0.75) & Chebyshev (W1 = 1, W2 = 2) 0.804 0.625 0.519 0.806 0.624 0.519 
Minkowski (p = 1) & Chebyshev (W1 = 1, W2 = 2) 0.798 0.629 0.519 0.798 0.629 0.519 
Minkowski (p = 2) & Chebyshev (W1 = 2, W2 = 1) 0.787 0.635 0.519 0.787 0.635 0.519 
Minkowski (p = 3) & Chebyshev (W1 = 2, W2 = 1) 0.786 0.635 0.519 0.786 0.635 0.519 
Minkowski (p = 4) & Chebyshev (W1 = 2, W2 = 1) 0.788 0.635 0.519 0.788 0.635 0.519 
Euclidean 0.783 0.637 0.519 0.783 0.637 0.519 
Canberra 0.923 0.551 0.450 0.923 0.551 0.450 
Chebyshev 0.798 0.629 0.519 0.798 0.629 0.519 
Manhattan 0.798 0.628 0.519 0.798 0.628 0.519 
Minkowski (p = 0.5) 0.822 0.614 0.513 0.822 0.614 0.513 
Minkowski (p = 0.75) 0.808 0.623 0.519 0.808 0.623 0.519 
Minkowski (p = 3) 0.782 0.638 0.519 0.782 0.638 0.519 
Minkowski (p = 4) 0.783 0.637 0.519 0.783 0.637 0.519 
Squared Euclidean 0.287 0.889 0.681 0.287 0.889 0.681 

 
Initial random matrix initialisation, as in the FCM algorithm or not done randomly, as the algorithm proposed in 

this study, which is called the modified FCM algorithm, does not affect the performance of the clustering results. 
However, several experiments show that the initial partition matrix initialisation affects the number of iterations. Using 
the non-random initial partition matrix initialisation (modified FCM algorithm) results in fewer iteration stops than random 
matrix initialisation (FCM). In addition, using random initialisation causes each class's cluster centre to change. For 
example, using the Euclidean distance to cluster DO data with the FCM algorithm and the modified FCM algorithm 
produces different iteration stops. Based on three tests with random initial partition matrix initialisation, the iteration 
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stops varied, namely 31, 26, and 25, while using the modified FCM algorithm produced consistent and more minor 
iteration stops, namely 19. More details are shown in Table 6. 

 
Table 6. Stop Iterating Clustering Results using the Fuzzy C-Means Algorithm and Modified Fuzzy C-Means 

Distance metrics 

Stop Iteration – DO Stop Iteration – TDS 

Random 
Proposed 

Random 
Proposed 

1 2 3 1 2 3 

Euclidean 31 26 25 19 31 28 30 20 
Canberra 38 44 37 28 33 27 27 21 
Chebyshev 24 26 27 20 28 25 27 22 
Manhattan 25 24 28 18 25 24 27 26 
Minkowski (p = 0.5) 29  27 34 21 25 21 22 20 
Minkowski (p = 0.75) 33  27 27 21 33 27 26 18 
Minkowski (p = 3) 24  23 24 19 28 26 26 22 
Minkowski (p = 4) 26  26 30 19 29 31 28 20 
Squared Euclidean 39 39 39 31 31 32 32 24 
Minkowski (p=0,5) & Chebyshev (w1=1,w2=1) 23 24 34 19 24 20 22 19 
Minkowski (p=0,75) & Chebyshev (w1=1,w2=1) 19 21 23 21 30 28 27 20 
Minkowski (p=1) & Chebyshev (w1=1,w2=1) 28 37 29 19 25 23 23 22 
Minkowski (p=2) & Chebyshev (w1=1,w2=1) 21 24 29 21 21 29 23 22 
Minkowski (p=3) & Chebyshev (w1=1,w2=1) 27 22 24 23 31 23 25 22 
Minkowski (p=4) & Chebyshev (w1=1,w2=1) 27 23 23 21 24 33 25 24 

 
The purpose of proposing modifications to the clustering algorithm focusses more on solving two problems that 

are often found in clustering algorithms, namely: random dataset initialisation and inconsistent number of iterations.  
Some previous research proposals include: proposed modifications to the k-means and k-mode algorithms, which 
proved to be able to overcome the randomness in the initialisation of the dataset matrix. The measurement results using 
the Davies-Bouldin index (DBI) and Silhouette Index (SI) performance of the k-mode modification algorithm are better 
than the modification algorithm on k-means. In this study only one distance concept, namely euclidean distance [31]. 
While optimisation of the fuzzy c-means algorithm using the concept of distance combination between Minkowski and 
Chebyshev distance and principal component analysis. The PCA technique is used for preprocessing by reducing data 
before calculating the distance from each data set to the cluster centre. Research has shown better results when 
compared to other distance concepts [23]. 

 
4. Conclusion 

In this paper, we propose an algorithm to initialise the partition matrix for the FCM clustering algorithm called the 
modified FCM algorithm. The modified FCM algorithm with several distances has been used in the DO and DTS data 
clustering process to determine the carrying capacity of river pollution loads with varied number of clusters, namely 2, 
3, and 4. The validation results of the PCI, PEI, and SS values show the number of clusters using various distances, 
i.e. 2 clusters have the best results. The performance of the two algorithms obtained the same validation results for all 
distances, but the stop iterations using FCM algorithm change every trial and tend to have more iteration stops. In 
contrast, the modified FCM algorithm has fewer iteration stops. The clustering process can be carried out for further 
research using the proposed algorithm/modified FCM for the other water quality data. 
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