
Cite: M. R. Ningsih, J. Unjung, D. A. A. Pertiwi, B. Prasetiyo, and M. A. Muslim, “Optimized Support Vector Machine with Particle Swarm Optimization 
to Improve the Accuracy Amazon Sentiment Analysis Classification”, KINETIK, vol. 9, no. 1, Feb. 2024. Retrieved from 
https://kinetik.umm.ac.id/index.php/kinetik/article/view/1888 
 
 
 
 
 
 
 

Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
Journal homepage: http://kinetik.umm.ac.id  
ISSN: 2503-2267  
Vol. 4, No. 3, August 2019, Pp. 277-288 

Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
Journal homepage: http://kinetik.umm.ac.id  
ISSN: 2503-2267  
Vol. 9, No. 1, February 2024, Pp.101-108 

    

   

101 

 Optimized support vector machine with particle swarm optimization to 
improve the accuracy amazon sentiment analysis classification 
 
 

 

Maylinna Rahayu Ningsih1, Jumanto Unjung*2, Dwika Ananda Agustina Pertiwi3, Budi Prasetiyo4, Much Aziz 
Muslim5

 

Department of Computer Science, FMIPA, Universitas Negeri Semarang, Semarang, Indonesa1,2,4 

Faculty of Technology Management and Business, Universiti Tun Hussein Onn Malaysia, Batu Pahat, Malaysia 3,5 

 
Article Info Abstract 
Keywords:  
Particle Swarm Optimization, Classification, Amazon, SVM 
 
Article history: 
Received: November 02, 2023 
Accepted: January 24, 2024 
Published: February 28, 2024 
 
Cite:  
M. R. Ningsih, J. Unjung, D. A. A. Pertiwi, B. Prasetiyo, 
and M. A. Muslim, “Optimized Support Vector Machine with 
Particle Swarm Optimization to Improve the Accuracy 
Amazon Sentiment Analysis Classification”, KINETIK, vol. 
9, no. 1, Feb. 2024. Retrieved from 
https://kinetik.umm.ac.id/index.php/kinetik/article/view/1888 
 

*Corresponding author. 
Jumanto Ujung 
E-mail address:  
jumanto@mail.unnes.ac.id 

Text mining is a valuable technique that empowers users to gain a 
deeper understanding of existing textual data, ultimately allowing 
them to make more informed decisions. One important application of 
text mining is in the field of sentiment analysis, which has gained 
significant traction among companies aiming to understand how 
customers perceive their products and services. In response to this 
growing need, various research efforts have been made to improve 
the accuracy of sentiment analysis classification models. The 
purpose of this article is to discuss a specific approach using the 
Support Vector Machine (SVM) algorithm, which is often used in 
machine learning for text classification tasks and then combined with 
the application of Particle Swarm Optimization (PSO), which 
optimizes the SVM model parameters to achieve the best 
classification results. This dynamic combination not only improves 
accuracy but also enhances the model's ability to efficiently handle 
large amounts of text data to achieve better results. The research 
findings highlight the effectiveness of this approach. The application 
of the SVM algorithm with PSO resulted in an outstanding accuracy 
performance of 94.92%. The substantial increase in accuracy 
compared to previous studies shows the promising potential of this 
methodology. This proves that the SVM algorithm model approach 
with Particle Swarm Optimization provides good performance. 

 
1. Introduction 

Today's internet infrastructure is increasingly in demand due to its convenience and efficiency. In the advancing 
digital age, big companies such as Amazon, Google, and many others have pursued digital transformation [1] to meet 
the needs of their users. The sustainability of this transformation demands a deep understanding of customers' views 
and desires towards the products or services they offer. Along with this development, sentiment analysis, which is a 
technique of understanding and analyzing customer reactions, opinions, and feelings towards a service or product, has 
become an important element in developing business strategies in the modern era. 

Websites like Amazon are one of the main platforms customers use to buy and leave reviews on the products or 
services they use, Amazon is one of the e-Commerce companies [1] with the largest market in the world. Sentiment 
analysis of buyer reviews is needed to increase company performance and income [2]. In the same way that word of 
mouth is heard offline, online reviews can help consumers get more accurate information about their products [3]. 
Specification ratings often reflect user satisfaction with aspects of the product [4], Buyer reviews will generally be a 
measure for other customers [5] to consider purchasing on the platform. These reviews contain both positive and 
negative sentiments [6]. For this reason, it is important for a business to understand the customer's view of their product 
or service by analyzing the sentiments of the reviews provided to gain insight into customer satisfaction and make data-
driven decisions. Therefore, knowing these factors is useful to increase sales and income [7]. 

However, it should be recognized that the increasing volume of unstructured data in online reviews is a serious 
challenge. For this reason, a machine is needed to recognize it, namely text mining [8]. One of the text mining methods 
is the Support Vector Machine (SVM) algorithm. This Support Vector Machine (SVM) algorithm is a machine learning 
algorithm that is widely used to classify sentiment data. Classification using SVM is considered one of the strongest 
algorithms in machine learning [9]. The SVM algorithm [10] includes supervised learning for classification [11], which 
separates an optimal hyperplane [12] that takes a low-dimensional input vector and maps it to a higher-dimensional 
feature space. The SVM is also capable of identifying two different classes [13]. In addition, the Particle Swarm 
Optimization algorithm is an optimization algorithm that applies several parameters [14] and then modifies it. PSO is 
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also defined as the basic concept of the study of bird foraging behavior or is called group-based optimization technology 
[15]. Techniques that can be used include increasing the attribute weight of attribute selection [16]. Particle Swarm 
Optimization (PSO) is a method that can help to select the most optimal parameters, that is, produce the highest 
classification accuracy [17]. The accuracy of a method is also affected by feature weighting [8]. This study used TF-IDF 
to [18], [19] investigate the relationship between features and text data and with a 10-fold cross-validation optimization.  

There are several studies related to sentiment analysis, such as research [8] using the chi square technique to 
optimize the Naïve Bayes algorithm, and it is has been shown that the use of chi square and TF-IDF weighting improve 
the performance of Naïve Bayes in predicting Amazon customer sentiment with a final accuracy of 83%. Another study 
[20] combined Glove and Word2Vec word embedding with CNN-based architecture to analyze sentiment in drug product 
reviews with an accuracy performance of 84.87%. Further research grouped reviews based on affective characteristics 
of customers towards products such as happy or disappointed based on reviews on amazon conducted [21] using the 
development of the clustering algorithm "Cluster-then-label". Another study [22] discussed sentiment prediction on 
amazon customer reviews using the Naïve Bayes and Support Vector Machine (SVM) algorithms, where the SVM 
algorithm has better performance.  

In this study, we delve into the realm of optimizing the performance of the SVM algorithm for analyzing Amazon 
customer review data. Although previous research achieved commendable results, there is still untapped potential to 
improve. In our attempt to improve the accuracy of the analysis, we used the particle swarm optimization (PSO) method 
to improve the SVM algorithm. We aimed to raise the boundaries of existing performance levels by using this new 
combination, contributing to the optimization of sentiment analysis in terms of Amazon customer reviews. This 
integration is a special part of our work, showing a promising path to progress in this area. 

 
2. Research Method 

The proposed method used the SVM method optimized with PSO. Before processing with the proposed model, 
the dataset was pre-processed, starting from Lowercase, Clean text by removing elements that interfere with text 
analysis such as tags, urls, etc., Stopwords Removal, and Lemmitazion. After the preprocessing stage, we continued 
with feature extraction with TF IDF and then modeling with SVM algorithm optimized with particle swarm optimization 
(PSO) and then evaluated with 10-fold cross-validation and confusion matrix. The method used in this research consists 
of the following steps as presented in Figure 1. 

 

 
Figure 1. The Model Proposed by the Researcher 

 
2.1 Dataset 

The database used in this study were Amazon reviews written in English taken from the kaggle site 
https://www.kaggle.com/datasets/sid321axn/amazon-alexa-reviews. The data with tsv extension was then uploaded to 
Google Colab for data processing. This dataset contained over 3000 Amazon customer reviews (input text), star ratings, 
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review date, variant, and comments for various Amazon Alexa goods such as Alexa Echo, Echo dots, Alexa Firesticks, 
and so on. 

 
2.2 Preprocessing 

The pre-processing step aimed to prepare the data [23] so that the pattern can be extracted [24].This stage 
involved the process of Lowercase, Clean text by removing elements that interfere with text analysis such as tags, urls 
etc., Stopwords Removal and Lemmitazion. This stage involved several processes, such as ensuring consistency in 
data analysis, and all text was converted to lowercase. Next, we cleaned the text by removing elements that can interfere 
with text analysis [25], such as removing elements such as HTML tags, URLs, and special characters from the text. 
Removing these elements makes the data cleaner and allows more attention to the core text information. Next, the 
process of removing common words, or Stopwords Removal, from the text was performed. In this case, a list of English 
stop words was downloaded and used to remove these words from the text [26]. The aim was to reduce the noise in 
the data and concentrate on words that have greater meaning.This stage plays an important role with the aim of cleaning 
the data so that they are ready to be processed and it is expected to increase the results for further processing [27]. To 
see a comparison of text samples before and after pre-processing, see Table 1.  

 
Table 1. Comparison of Text Samples Before and After Preprocessing 

Before Preprocessing After Preprocessing 

Sometimes while playing a game, you can answer a 
question correctly but Alexa says you got it wrong 
and answers the same as you. I like being able to 
turn lights on and off while away from home. 

sometimes playing game answer 
question correctly alexa say got wrong 
answer like able turn light away home 

I liked the original Echo. This is the same but shorter 
and with greater fabric/color choices. I miss the 
volume ring on top, now it's just the plus/minus 
buttons. Not a big deal but the ring w as comforting. 
:) Other than that, well I do like the use of a standard 
USB charger /port instead of the previous round pin. 
Other than that, I guess it sounds the same, seems 
to work the same, still answers to 
Alexa/Echo/Computer. So what's not to like? :) 

liked original echo shorter greater 
fabriccolor choice miss volume ring top 
plusminus button big deal ring w 
comforting well like use standard usb 
charger port instead previous round pin 
guess sound seems work still answer 
alexaechocomputer whats like 

 
2.3 Feature Extraction 

An important part of sentiment analysis is feature extension, which includes the process of finding and selecting 
key words from the text to evaluate sentiment. In sentiment analysis, a method was used to evaluate the significance 
of words in sentiment text data [28], namely TF-IDF (Term Frequency-Inverse Document Frequency) [18]. The 
significance of a term in a larger context was then assessed using the Inverse Document Frequency (IDF) component. 
This was particularly important because simple words such as "is", "a", and "and" were often used but had no special 
meaning. This method worked by dividing the number of times a term appears in a document [29] by the total number 
of words in the document to find the term frequency (TF) of the term (t) in the document. TF-IDF formula in a document 
is formulated by applying Equation 1 and Equation 2. 
 

𝑡𝑓𝑖𝑑𝑓 (𝑡, 𝑑, 𝐷)  =  𝑡𝑓 (𝑡, 𝑑)  ×  𝑖𝑑𝑓 (𝑡, 𝐷) (1) 

  
The word frequency tf (t, d) is the number of occurrences of term t in document d. For a term t in a corpus of 

documents D, the inverse document frequency idf (t, D) is: 
 

𝑖𝑑𝑓 (𝑡, 𝐷) =  𝑙𝑜𝑔
𝑁

|𝑑 (∈ 𝐷 ∶ 𝑡 ∈ 𝐷)|
 (2) 

 
where N is the total number of documents in the corpus D and |𝑑 (∈ 𝐷 ∶ 𝑡 ∈ 𝐷)| is the number of documents containing 
the phrase t. 
 
2.4 Classification Method 

The method employed in sentiment analysis used the SVM algorithm approach and feature selection with PSO 
optimization to improve accuracy performance. According to the authors, the SVM algorithm is used to identify 
hyperplanes, which are points of interest or patterns in data, and to classify texts into positive, negative, or neutral 
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categories [30]. We applied a 10-fold cross-validation process to test and validate the performance of the techniques 
used. This method has great benefits: the risk of overfitting is reduced [31], which makes sentiment analysis results 
more reliable. In addition, the feature selection method with PSO an optimization algorithm based on the idea of a 
colony of particles moving simultaneously towards an optimal solution is a smart and effective strategy for selecting the 
most relevant key words in the text for sentiment evaluation. Particle Swarm Optimization with a simple concept is easy 
to implement and efficient when compared with other optimization algorithms [32]. This experiment is expected to 
provide more accurate and reliable sentiment analysis results for identifying sentiment in text that is evaluated using a 
combination of the PSO and SVM feature selection algorithms. 

 
2.5 Model Evaluation 

Following the analysis of the experiments, the optimized SVM learning model with PSO should be evaluated. The 
purpose of this test is to acquire a better understanding of how the model works and its ability to characterize sentiment 
in text data. The Confusion Matrix is a very informative evaluation tool to be used in this context. The confusion matrix 
is a method that allows us to measure how well our model succeeds in categorizing text into various sentiment 
categories, such as positive, negative, or neutral. Using this matrix, we can determine how many predictions are correct 
for the positive category, how many predictions are incorrect for the negative category, and how many predictions are 
correct for the negative category. We can calculate various relevant evaluation metrics, such as accuracy, precision, 
recall, and F1 score, with the information generated from the confusion matrix. This will help us thoroughly assess the 
ability of PSO-optimized SVM models to perform sentiment analysis. The evaluation metrics calculation can be seen in 
the following Equations 3 to 6. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙
 (6) 

 
3. Results and Discussion 

The stages carried out in this research were dataset processing, preprocessing, SVM model, testing with SVM, 
and PSO optimization. Starting from preparing the dataset to be processed, then pre-processing was carried out 
including the Tokenize, Transform Case, Stopword Removal, and Stemming processes.  

The processing was then carried out with feature weighting with TF-IDF with 10-fold cross-validation optimization, 
where [33] the data set was optimized into 10 segments of the same size in each testing and training process. Then, 
further feature selection was carried out, this study used Particle Swarm Optimization feature selection. The level of 
accuracy produced by the Support Vector Machine (SVM) algorithm is 94.92%. 

Then after preprocessing, with the condition that positive reviews have a rating of more than 4, while negative 
reviews have a rating of less than 2. Wordcloud is used for visual representation of text data [34] to describe positive 
and negative word reviews, as shown in Figure 2.  
 

  
(a) (b) 

Figure 2. (a) Wordcloud Reviews Postive, (b) Wordcloud Reviews Negative 
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Terms that appear in larger sizes indicate that the word is more likely to be used than other words. This can be 
seen from the results of this Wordcloud review when comparing the positive and negative wordcloud reviews. The 
phrases "love", "Alexa", "use", "great", "music", "echo", and "easy" have a larger font size in the like word cloud, 
indicating these words are used more often in positive reviews. Whereas in negative Wordcloud reviews, words like 
“device”, “work”, “amazon”, “alexa”, echo, time, one Wordcloud can provide an overview of words that often appear in 
positive reviews and negative reviews, which can help understand review sentiment quickly and effectively. 

This experiment applied the particle swarm optimization (PSO) method to optimize the SVM model for sentiment 
analysis. In applying the optimization, the optimal parameters found by PSO were C 10.0 and gamma=0.186. This 
parameter describes the SVM model that has optimal performance based on accuracy metrics on the training data. 
Next, the SVM model was trained with these optimal parameters. The results show that the SVM model that has been 
optimized and evaluated using 10-Fold Cross-Validation provides high accuracy performance. This shows that the SVM 
model optimized with PSO indicates good classification ability. Performance can be classified and evaluated with the 
confusion matrix [11]. The confusion matrix is an evaluation of model performance in predicting targets which can then 
be used to calculate precision, recall, and f1-score values. To see the results of the Confusion Matrix, refer to Table 2. 

 
Table 2. Confusion Matrix of SVM with PSO 

 
Predicted 

0 1 

Real 
0 29 29 
1 3 569 

 
This table has four different cells that show the various results of the classification process. The two main 

categories of sentiment analysis consist of category "0" that indicates negative sentiment and category "1" that indicates 
positive sentiment. In the top left corner of the table, we have 29 correct predictions (True Negatives, TN) for category 
“0,” indicating that the model correctly classified 29 texts as negative sentiment. In the top right corner of the table, we 
have 29 false predictions (False Positives, FP) for category “0,” indicating that the model classified 29 texts as positive 
sentiment even though they were actually negative sentiment. In the lower left corner of the table, there are three false 
estimates (False Negatives, FN) for category "1", which indicates that the model considers three texts to be negative 
sentiments even though they are actually positive sentiments. In the bottom right corner of the table, there are 569 
correct estimates (True Positives, TP) for category "1", indicating that the model correctly considers 569 texts as positive 
sentiment. These results show an evaluation report on the performance of the SVM model in classification. The SVM 
model with PSO optimization shows model classification performance with an accuracy of 94.92% which is better than 
previous research. 

 
Figure 3. SVM with PSO Optimazion 

 
The plot displayed in Figure 3 is the results of SVM optimization using the Particle Swarm Optimization (PSO) 

algorithm. The aim was to provide a visual summary of the SVM model optimization results, by describing the position 
of the cluster and the best position (global best) found by the PSO algorithm. The red color shows the position of the 
cluster produced by the PSO algorithm, while the green color shows the best position (global best) found by the 
algorithm. 

In this research, efforts have been made to improve classification accuracy in previous studies. By using Particle 
Swarm Optimization (PSO) algorithm to optimize the SVM model, the optimal parameters C=10.0 and gamma=0.186 
were found. To see the comparison between the performance of this research and other studies, it is shown in Table 3. 
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Table 3. Model Performance Comparison 

Comparison Algorithm Accuracy (%) 

In [8] Naive Bayes + Chi Square + TF-IDF 83 

In [20] 
Glove and Word2Vec word 

embedding with CNN 
84,87 

In [35] Multilayer Perceptual (MLP) classifier 88 
In [36] VADER Sentiment + SVM 80 
In [37] SVM 59 

Proposed method SVM+PSO 94,92 

 
This research successfully showed superior performance compared to previous studies, as evidenced by the 

highest accuracy reaching 94.92% with the proposed SVM+PSO approach. 
 

4. Conclusion 
The dataset used in this research was taken from Kaggle. This research proposed SVM algorithm modeling using 

PSO feature optimization. After processing starting from dataset preparation, pre-processing, classification, and model 
evaluation, SVM with the PSO feature obtained an accuracy of 94.92%. The solution to the problem of the SVM 
algorithm not being able to work well on large data, in addition to that a large number of attributes will result in low 
accuracy due to decreased performance, can be solved in this research by applying PSO (Particle Swarm Optimization) 
optimization to increase accuracy. Apart from these problems, further research is needed on how the results of this 
research can be applied to selling products on Amazon Alexa. Future research could try to classify by topic, not just by 
sentiment. Furthermore, considering the potential implications for future research, evaluating the adaptability of the 
proposed SVM+PSO model in various real-world datasets and scenarios can enhance its applicability. Moreover, 
recognizing the limitations of the study, such as dataset-specific constraints and potential problems in wider 
applications, will promote better understanding, paving the way for future improvements. 
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