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A text retrieval system requires a method that is able to return a number of 
documents with high relevance upon user requests. One of the important 
stages in the text representation process is the weighting process. The use of 
Term Frequency (TF) considers the number of word occurrences in each 
document, while Inverse Document Frequency (IDF) considers the wide 
distribution of words throughout the document collection. However, the TF-IDF 
weighting cannot represent the distribution of words to documents with many 
classes or categories. The more unequal the distribution of words in each 
category, the more important the word features should be. This study 
developed a new term weighting method where weighting is carried out based 
on the frequency of occurrence of terms in each class which is integrated with 
the distribution of centroid-based terms which can minimize intra-cluster 
similarity and maximize inter-cluster variance. The ICF.TDCB term weighting 
method has been able to provide the best results in its application to SVM 
modeling with a dataset of 931 online news documents. The results show that 
SVM modeling had accuracy of 0.723, outperforming the use of other term 
weightings such as TF.IDF, ICF & TDCB. 

 
1. Introduction 

The need for information is pivotal and inevitable. Information in the form of news can be obtained not only from 
newspaper articles but also from online news articles. The popularity of Indonesian online news sites is currently 
increasing the volume of news available. Thus, a classification according to predetermined categories is necessary to 
make it easier for readers to choose the news they want to read. A survey conducted by UNESCO (United Nations 
Educational, Scientific, and Cultural Organization) in 2021, shows a pattern that continues to decline for news readers 
in conventional media, namely printed news, while on the contrary, since 2010, news searches have been through 
internet media, especially online news portals, continues to increase every year [1]. 

News grouping can be done in two ways, manually and automatically. Grouping news documents manually is 
very dependent on human ability and accuracy so that errors can occur in grouping these documents. Therefore, an 
automation in grouping news documents that have many similarities is needed so that the document search process 
becomes more optimal.  

Several previous studies have carried out classification of text documents in classifying fake news. Trial 
comparisons are carried out by adding various selection feature techniques to get the model with the best results. 
Perfomance of Gaussian Naïve Bayesian improved significantly on best features selected by Chi-square as compared 
to other features selection techniques [2]. 

In another study aimed at classifying topic online news [3], various classification methods have been used such 
as Naïve Bayes (NB), Support Vector Machine (SVM), Random Forest (RF) and other methods, where in the text 

weighting phase, Term Frequency (𝑇𝐹) and Inverse Document Frequency (𝐼𝐷𝐹) are employed. By using a real-world 

dataset, this research showed the significance of the hyperparameter tuning and its effect on the model’s performance 
as it achieved 20.81% accuracy improvement for the SVM. 

𝑇𝐹. 𝐼𝐷𝐹 weighting is a weighting that is frequently used in various kinds of Information Retrieval System 

development problems [4][5]. 𝑇𝐹 is used to measure the number of terms in a document. Meanwhile, 𝐼𝐷𝐹 is used to 

measure the informativeness of a term in a collection of documents [6]. 𝑇𝐹. 𝐼𝐷𝐹 weighting based solely on the frequency 

of occurrence of terms in documents is not enough to determine the index of a document. Accurate index determination 
also depends on the informative value of the term for the class or cluster [7][8]. Terms that appear frequently in many 

classes or clusters should not be important terms even if they have a high 𝑇𝐹. 𝐼𝐷𝐹 value. Research [9] adds Inverse 

Class Frequency (𝐼𝐶𝐹) weighting to pay attention to the appearance of terms in a collection of categories or classes. 

The terms that appear very rarely are the most important terms. From these terms, documents can be grouped into 
topics according to these terms. 
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To optimize the term weighting process for online news documents where the collection already has a label, a 
centroid-based term distribution technique [10] was carried out to apply the concept of intra-cluster, inter-cluster and 
entire document weighting so as to increase the weight of discriminatory terms. This method is able to form a better 
weight representation or has a sense of each class [11]. 

Based on the description above, this study proposes a model for classifying new text documents by weighting 

based on the frequency of occurrence of terms in each class (𝐼𝐶𝐹) and integrating them by minimizing intra-cluster 

variance or similarity and maximizing inter-cluster variance using centroid-based term weighting (𝑇𝐷𝐶𝐵). Thus, this 

modeling design is able to be more representative for a collection of news documents that have many classes and is 
able to increase the values of precision, recall and accuracy which are higher when compared to several other existing 
term weighting methods.  

 
2. Research Method 

Figure 1 explains in detail the main processes in this study, consisting of 4 stages, namely crawling stage, 
preprocessing stage, feature extraction stage and modeling stage, and prediction stage. 

 

 
Figure 1. The Example of Figures that can be Seen Clearly 

 

In the crawling process, or retrieval of news documents using Python's API, there are 4 categories, namely 
"Politics", "Sports", "Health", and "Technology". The total data for all news documents for training data is 931 with an 
average number of news for each category of 233. The process of obtaining news documents was started in January - 
April 2022 for all categories. More details about the number of per-category datasets used are shown in Table 1. 

 
Table 1. An Example of Table Caption 

Category Amount of data 

Politcs 252 
Sports 224 
Health 236 
Technology 219 

Number of News 931 
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The first stage after the dataset is obtained, the text document is preprocessed with the sequence of stages in 
the form of case folding, tokenization, filtering and stemming. The results of the preprocessing stage are a collection of 
words that have changed form to become basic words. The stemming algorithm used in this study is Nazief-Adriani 
[12][13]. An example of the results of text preprocessing of news documents for each category is shown in Figure 2. 

 

 
Figure 2. The Example of Figures that can be Seen Clearly 

    
After carrying out the preprocessing stage, the next step is to perform feature extraction from text documents by 

weighting the frequency of word occurrences. 

𝑇𝐹 (Term Frequency) is the simplest method of weighting terms. Each term is assumed to have a proportional 

importance to the number of occurrences of the term in the document. The following is the calculation of the weight of 

term 𝑡 in document d in Equation 1, where 𝑓(𝑑, 𝑡) is the frequency of occurrence of term 𝑡 in document 𝑑. 

 
𝑇𝐹(𝑑, 𝑡)  =  𝑓(𝑑, 𝑡) (1) 

 

If 𝑇𝐹 pays attention to the appearance of the term in the document, then 𝐼𝐷𝐹 (Inverse Document Frequency) 

pays attention to the appearance of the term feature in the document set [14]. The background of this weighting is the 
term feature that rarely appears in the document set that is very valuable. The importance of each term is assumed to 
have the opposite proportion to the number of documents containing the term. Terms that frequently appear in one 
document but rarely appear in the entire dataset will be given a higher weight value (IDF indication) [15]. Equation 2 is 

the 𝐼𝐷𝐹 factor of term 𝑡, where 𝑁𝑑 is the total number of documents, 𝑑𝑓(𝑡) the number of documents containing term 

𝑡. 

 

𝐼𝐷𝐹(𝑡)  =  1 +  𝑙𝑜𝑔(
𝑁𝑑

𝑑𝑓(𝑡)
)  (2) 

 

Multiplication between 𝑇𝐹 and 𝐼𝐷𝐹 can produce better performance. The weight combination of term 𝑡 in 

document 𝑑 is explained in Equation 3, where 𝑇𝐹(𝑑, 𝑡) is the frequency of the term, and 𝐼𝐷𝐹(𝑡) is the inverse of the 

occurrence of the term in the document. 
 

𝑇𝐹. 𝐼𝐷𝐹(𝑑, 𝑡)  =  𝑇𝐹(𝑑, 𝑡) × 𝐼𝐷𝐹(𝑡) (3) 
 

𝐼𝐶𝐹 (Inverse Class Frequency) is a term weighting method that takes into class distribution. The term's frequency 

value has the opposite proportion to the number of classes that contain the term. In 𝐼𝐶𝐹, terms that are found in many 

classes cannot provide good differentiating values, which causes the function to give low values to terms that appear 

in many classes. Equation 4 is the 𝐼𝐶𝐹 factor of term 𝑡, where Nc is the number of classes and 𝑐𝑓(𝑡) is the number of 

documents containing term t [16]. 
 

𝐼𝐷𝐹(𝑡)  =  1 +  𝑙𝑜𝑔(
𝑁𝑐

𝑐𝑓(𝑡)
)   (4) 

 

The 𝑇𝐷𝐶𝐵 (Term Distribution on Centroid Based) method uses the concept of term distribution based on intra-

class, inter-class and the entire collection of documents to increase the weight of discriminatory terms. Each term has 
a weight according to the frequency of the document (intra-class information) and a discriminatory factor that is inversely 
proportional to the number of classes or clusters that contain the term (inter-class information) [17]. The distribution 
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concept is based on the principle of minimizing intra-cluster variance or similarity and maximizing inter-cluster variance, 
so that data with similar characteristics are grouped in the same cluster and data with different characteristics are 
grouped into the other clusters. Object similarity is assessed based on the attribute value of an object [18]. 

Three types of information are defined as weighted representations for this method, including Equation 5 for 𝑖𝑐𝑠𝑑 

(inter-class standard deviation), Equation 6 for 𝑐𝑠𝑑 (class standard deviation) and Equation 7 for 𝑠𝑑 (standard 

deviation), 𝑡𝑓𝑖𝑗𝑘 is the frequency of the document term ti dj in class 𝐶𝑘. 

 

𝑖𝑐𝑠𝑑𝑖 =  
𝛴𝑘  [𝑡�̅�𝑖𝑘 − 

𝛴𝑘𝑡�̅�𝑖𝑘

|𝑐|
]

2

|𝑐|
   

(5) 

  

𝑐𝑠𝑑𝑖𝑘 =  √
𝛴𝑑𝑗є𝐶𝑘

[𝑡𝑓𝑖𝑗𝑘 − 𝑡�̅�𝑖𝑘]
2

|𝐶𝑘|
   (6) 

  

𝑠𝑑𝑖 =  
√

𝛴𝑘𝛴𝑑𝑗є𝐶𝑘
[𝑡𝑓𝑖𝑗𝑘 −  

𝛴𝑘𝛴𝑑𝑗є𝐶𝑘
𝑡𝑓𝑖𝑗𝑘

𝛴𝑘|𝑐𝑘|
]

2

𝛴𝑘|𝐶𝑘|
   

(7) 

Where,  

𝑡�̅�𝑖𝑘 =  
𝛴𝑑𝑗є𝐶𝑘

 𝑡𝑓𝑖𝑗𝑘

|𝐶𝑘|
   (8) 

 

Equation 8 for 𝑡�̅�𝑖𝑘 is the average term frequency in all documents belonging to the 𝐶𝑘 class category. |𝑐| is the 

number of classes and |𝐶𝑘| is the number of documents in class category 𝐶𝑘. 

Each of the 𝑖𝑐𝑠𝑑, 𝑐𝑠𝑑, and 𝑠𝑑 values is used to calculate the 𝑇𝐷𝐹 weight value in Equation 9, and combine it 

with the 𝑇𝐹. 𝐼𝐷𝐹 as in Equation 10 [19]. 

 

TDF𝑖𝑘 =  icsd𝑖
𝛼 𝑥 csd𝑖𝑘

𝛽
 𝑥 sd𝑖

𝛾
 (9) 

  

𝑤𝑖𝑘 =  tf𝑖𝑘  𝑥 idfi 𝑥 TDF𝑖𝑘 (10) 

 

The parameters α, β, and γ are the weights of each information (𝑖𝑐𝑠𝑑, 𝑐𝑠𝑑, 𝑠𝑑) where the weights with positive 

numbers play a role in increasing the information value, and conversely the weights with negative numbers decrease 
the information value. The greater the value of the parameters given, the greater the contribution for weighting either to 
increase (promoter) or decrease (demoter) the value of the information [20]. 

A term with a high 𝑖𝑐𝑠𝑑 value represents that term has discriminatory power against each class. The 𝑖𝑐𝑠𝑑 
information allows a term to exist in almost all classes but the frequency for each class is different. In this case, the 

difference between the 𝑇𝐹. 𝐼𝐷𝐹 weighting method provides less information. 

The 𝑐𝑠𝑑 value is term information that appears throughout the document but is limited to the same class, therefore 

the 𝑐𝑠𝑑 for each term varies within each class. A term with a high 𝑐𝑠𝑑 value represents a high frequency number in all 

documents in one class, but inversely with the number of documents. There are two factors that make the 𝑐𝑠𝑑 score 

low, including the appearance of terms that are almost the same in all documents in one class or these terms rarely 
appear in that class [21]. 

A term with a high 𝑠𝑑 value is almost the same as the form of representation of 𝑐𝑠𝑑. The difference is where a 

term has a high frequency number in the entire document collection, not each class, but also inversely proportional to 
the number of documents. 

The terms weighting in this study used a new approach by integrating the frequency of occurrence of words in 

each class and the distribution of centroids and as explained in the previous section. The 𝑇𝐹. 𝐼𝐷𝐹 weighting method 

only considers the distribution of words in the document as a whole without considering documents in a particular class. 

To optimize the term weighting process for online news documents that have many categories, the 𝐼𝐶𝐹 method is 

added by calculating the occurrence of word features in a collection of categories or classes. The word features that 
appear very rarely in all existing categories are the most important word features. 
 

https://creativecommons.org/licenses/by-nc-sa/4.0/
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𝑤𝑖𝑘 =  tf𝑖𝑘  𝑥 idfi 𝑥 icfi 𝑥 TDF𝑖𝑘 (11) 

 
The concept of word feature distribution for each class is continued by minimizing intra-cluster variance or 

similarity and maximizing inter-cluster variance, so that data with similar characteristics are grouped in the same cluster 
and data with different characteristics are grouped into the other clusters. Overall, the proposed weighting model can 
be seen in Equation 11. 
 
3. Results and Discussion 

The trial scenario is the stage aimed to test the readiness of the system. The first trial scenario is to compare the 
results of the term weighting values obtained where the resulting data from the term index process can be seen in Table 
2. 

 
Table 2. Term Weighting Representation 

Term Doc_Id TF TF.IDF ICF TDCB ICF.TDCB 

lapor 

1 4 0.431 0.664 1.211 0.804104 

20 3 0.317 0.548 1.273 0.697604 

23 2 0.223 0.332 1.677 0.556764 

25 1 0.135 0.316 0.673 0.212668 

aktif 

4 4 0.721 0.528 1.444 0.762432 

12 2 0.605 0.564 1.313 0.740532 

15 3 0.412 0.346 1.673 0.578858 

32 1 0.231 0.482 0.781 0.376442 

makan 

9 1 0.259 0.453 0.834 0.377802 

12 1 0.259 0.453 0.732 0.331596 

14 4 1 1.112 1.451 1.613512 

19 2 0.508 0.606 1.334 0.808404 

darurat 

21 5 0.769 0.79 1.294 1.02226 

25 2 0.203 0.276 1.448 0.399648 

28 1 0.121 0.338 1.742 0.588796 

67 1 0.121 0.238 1.563 0.371994 

kelompok 

56 3 0.892 0.713 1.063 0.757919 

64 2 0.435 0.642 1.142 0.733164 

67 2 0.435 0.842 1.022 0.860524 

89 3 0.892 0.913 1.008 0.920304 

 
The second trial scenario is a comparison of the average precision, recall, and accuracy results on the 

composition of the comparison between the amount of training data and testing data for each term weighting 
representation of the Support Vector Machine (SVM) classifier [22][23]. The test scenario is carried out to find out the 
best distribution ratio of train data and test data by using 5 ratios, consisting of 50:50, 60:40, 70:30, 80:20, 90:10 in the 
form of training data: data testing. After getting the best data sharing ratio, the initial stages of the data were weighted 

using the 𝑇𝐹. 𝐼𝐷𝐹, 𝐼𝐶𝐹, 𝑇𝐷𝐶𝐵 methods and the weighting method proposed in this study, 𝐼𝐶𝐹. 𝑇𝐷𝐶𝐵. Furthermore, 

the classification process for test data and train data uses the SVM method using linear kernel parameters [24], constant 
C = 1 and degree d = 1. The results of the comparison of each term weighting to SVM can be seen in Table 3, Table 4, 
Table 5 and Table 6. 

 
Table 3. TF.IDF Results 

Composition Precision Recall Accuracy 

50:50 0.521 0.531 0.592 
60:40 0.563 0.592 0.593 
70:30 0.586 0.602 0.612 
80:20 0.621 0.613 0.622 
90:10 0.645 0.641 0.632 
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Table 4. ICF Results 

Composition Precision Recall Accuracy 

50:50 0.569 0.551 0.596 
60:40 0.572 0.596 0.598 
70:30 0.589 0.616 0.619 
80:20 0.633 0.643 0.654 
90:10 0.685 0.678 0.662 

 
Table 5. TDCB results 

Composition Precision Recall Accuracy 

50:50 0.563 0.547 0.583 
60:40 0.592 0.581 0.593 
70:30 0.620 0.631 0.623 
80:20 0.635 0.639 0.661 
90:10 0.697 0.682 0.693 

 
Table 6. ICF.TDCB Results 

Composition Precision Recall Accuracy 

50:50 0.565 0.551 0.582 
60:40 0.602 0.586 0.603 
70:30 0.650 0.651 0.643 
80:20 0.653 0.663 0.692 
90:10 0.725 0.719 0.715 

 

Based on the test results, the value of precision, recall and accuracy for 𝐼𝐶𝐹. 𝑇𝐷𝐶𝐵 is better than the 𝑇𝐹. 𝐼𝐷𝐹, 

𝐼𝐶𝐹 and 𝑇𝐷𝐶𝐵 methods. 𝐼𝐶𝐹 has advantages compared to 𝑇𝐹. 𝐼𝐷𝐹 as it can pay attention to the appearance of terms 

in a collection of categories/classes. Terms that rarely appear in many classes are valuable terms for classification. The 
importance of each term is assumed to have the opposite proportion to the number of classes containing the term. For 

𝑇𝐷𝐶𝐵, the precision, recall and accuracy values are not too significantly different or almost the same when compared 

to 𝐼𝐶𝐹. The concept of distribution in 𝑇𝐷𝐶𝐵 minimizes intra-cluster variance and maximizes inter-cluster variance, so 

that it has discriminatory power against each class. A term that has a high frequency number in the entire document 
collection, not each class, but also inversely proportional to the number of documents, this also provides added value 

information to the 𝑇𝐷𝐶𝐵 term weighting. 

Meanwhile, for modeling using the term weighting 𝐼𝐶𝐹. 𝑇𝐷𝐶𝐵, it is sufficient to provide the difference in the 

addition of precision, recall and accuracy values in each composition, especially in the composition of the dataset 

division 70 : 30, 80 : 20, 90 : 10. If you look at the term weighting values, it looks like as shown in Table 3. 𝐼𝐶𝐹 lowers 

several values from the term weighting generated by 𝑇𝐷𝐶𝐵, where 𝑇𝐷𝐶𝐵 takes into account information on the 

appearance of terms that are almost the same in all documents in one class or the term rarely appears in that class. 
The third trial scenario is a comparison of the average precision, recall, and accuracy results, using a composition 

of 90:10 which gets the best results in trial scenario 1, for each representation of the term weighting in the SVM classifier 
using a comparison of the linear kernel and RBF (Radial Basis Function) [25], parameter values constant C and degree 
(d). 

 
Table 7. Comparison of Linear Kernel Accuracy 

 
d 

1 2 

C TF.IDF ICF TDCB ICF.TDCB TF.IDF ICF TDCB ICF.TDCB 

0.1 0.632 0.662 0.693 0.715 0.632 0.656 0.690 0.705 

1 0.632 0.662 0.693 0.715 0.632 0.656 0.689 0.704 

10 0.629 0.661 0.692 0.713 0.629 0.661 0.692 0.713 

 
Table 8. Comparison of RBF Kernel Accuracy 

 
d 

1 2 

C TF.IDF ICF TDCB ICF.TDCB TF.IDF ICF TDCB ICF.TDCB 

0.1 0.636 0.672 0.698 0.715 0.632 0.662 0.693 0.703 

https://creativecommons.org/licenses/by-nc-sa/4.0/
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1 0.636 0.671 0.698 0.723 0.632 0.662 0.693 0.711 

10 0.629 0.661 0.692 0.713 0.629 0.661 0.692 0.713 

 
From the comparison between Table 7 and Table, 8 it can be seen that the use of the RBF kernel is slightly better 

when compared to the linear kernel. While the comparison of the good values in the linear kernel and RBF both show 
the same results where degree = 1 shows better results. And for the value of the constant C, it does not show too 
different results or it can be said that this research has no effect. The graph of the test results comparing the accuracy 
value with degree = 1 can be seen in Figure 3, and degree = 2 in Figure 4. 

 

 
Figure 3. Graph of Comparison of Accuracy Degree = 1 

 

 
Figure 4. Graph of Comparison of Accuracy Degree = 2 

 

The test results as shown in Figure 3 and Figure 4 show that the use of the 𝐼𝐶𝐹. 𝑇𝐷𝐶𝐵 term weighting with a 

degree = 1 value is able to show better evaluation results when compared to other weighting terms with an accuracy 
value of 0.715 when using linear SVM kernel modeling and an accuracy value of 0.723 when using RBF kernels. On 
average, the RBF kernel has a better accuracy value for the overall term weighting used when compared to the linear 
kernel, due to its ability to separate data nonlinearly where text datasets tend to have high dimensions. 
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4. Conclusion 

The conclusion of this study is that the term weighting method 𝐼𝐶𝐹. 𝑇𝐷𝐶𝐵 has been able to provide the best 

results in its application to SVM modeling with a dataset of 931 online news documents. The results obtained in SVM 

modeling had accuracy of 0.723, outperforming the use of other term weightings such as 𝑇𝐹. 𝐼𝐷𝐹, 𝐼𝐶𝐹 & 𝑇𝐷𝐶𝐵. 

Suggestions for further research are to conduct research on comparisons with more term weighting, deep learning 
modeling, and the application of feature selection in reducing the dimensions of datasets that are quite high. 
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