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Recent advances in artificial intelligence (AI) have led to the development of 
numerous successful applications that utilize data to significantly enhance the 
quality of life for people with visual impairment. AI technology has the potential 
to further improve the lives of visually impaired individuals. However, 
accurately measuring the development of visual aids continues to be 
challenging. As an AI model is trained on larger and more diverse datasets, its 
performance becomes increasingly robust and applicable to a variety of 
scenarios. In the field of visual impairment, deep learning techniques have 
emerged as a solution to previous challenges associated with AI models. In 
this article, we provide a comprehensive and up-to-date review of recent 
research on the development of AI-powered visual aides tailored to the 
requirements of individuals with visual impairment. We adopt the PRISMA 
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 
methodology, meticulously gathering and appraising pertinent literature culled 
from diverse databases. A rigorous selection process was undertaken, 
appraising articles against precise inclusion and exclusion criteria. Our 
meticulous search yielded a trove of 322 articles, and after diligent scrutiny, 12 
studies were deemed suitable for inclusion in the ultimate analysis. The study's 
primary objective is to investigate the application of AI techniques to the 
creation of intelligent devices that aid visually impaired individuals in their daily 
lives. We identified a number of potential obstacles that researchers and 
developers in the field of visual impairment applications might encounter. In 
addition, opportunities for future research and advancements in AI-driven 
visual aides are discussed. This review seeks to provide valuable insights into 
the advancements, possibilities, and challenges in the development and 
implementation of AI technology for people with visual impairment. By 
examining the current state of the field and designating areas for future 
research, we expect to contribute to the ongoing progress of improving the lives 
of visually impaired individuals through the use of AI-powered visual aids. 

 
1. Introduction 

The eye is the primary visual organ in the human body [1,2]. To receive external light stimuli, the eyes must come 
into contact with external space, which increases their likelihood of coming into contact with external microorganisms. 
Some viruses can invade the body through the eyes, resulting in eye diseases and impaired vision [3–5]. By 2019, the 
World Health Organization [6] estimates that at least 220 million people will have visual impairment.  

Blind individuals [7–9] are blind in one or both eyes due to a disease or incidental injury to the optic nerve or eye. 
Contrary to a common misconception, not all individuals with visual impairment are blind; blindness is just one form of 
visual impairment. Visual impairment encompasses a spectrum of conditions, and some individuals with visual 
impairment retain the ability to see objects to varying degrees. Visual impairment [10] is a condition characterized by 
impaired vision, frequently manifested in differing degrees of near or farsightedness. Color blindness [11]–[13], reduced 
visual acuity [14], night blindness [15]–[17], visual field defect [18]–[21], double vision [22], and black silhouettes in front 
of the eyes are visual impairment symptoms. Visual impairment is not a singular ophthalmic condition, but can be 
caused by a variety of conditions. Refractive error, cataracts, funduscopic disease, and optic neuropathy are common 
diseases that can result in visual impairment. 

Due to their physical disability, individuals with visual impairment experience numerous inconveniences in daily 
life [23]. When they go outside, they cannot see impending traffic or changes in traffic signals and cannot avoid obstacles 
in time. To enhance their personal development through education, individuals with visual impairment are encouraged 
to devote considerable effort to acquiring proficiency in braille, as well as reading and writing skills. These skills play a 
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vital role in empowering visually impaired individuals to access information, engage in learning activities, and expand 
their educational horizons. In addition to navigating daily life, visually impaired individuals frequently have difficulty 
gaining access to necessary medical care. They rely on their senses of touch and hearing as well as assistance to live 
a normal existence. 

The topic of artificial intelligence is currently very popular all over the globe. One of the key themes for the future 
is the intelligence of things [24]–[27]. Big data and cloud computing are helping to advance artificial intelligence (AI) in 
a number of areas. Intelligent inventory management is more precise and quick than manual management in the retail 
and logistics industries [28], [29]. It can also analyze sales patterns and take part in forecasting upcoming trends in 
merchandise sales [30]. 

Customers can streamline the purchasing process, obtain tailored product recommendations, and enhance their 
experience with artificial intelligence. Planning routes from the source to the target can be aided by artificial intelligence 
when it comes to shipping goods [31], [32]. Emerging AI-based educational tools that track students learning processes 
and customize them to their unique requirements can be used to supplement conventional educational methods [33], 
[34]. Using its strengths in image processing and vehicle location in surveillance videos, artificial intelligence in security 
can assist police personnel in finding suspects in surveillance videos [35], [36]. The artificial intelligence-based system 
can compile swipe records [37], [38] and tracking data [39], [40] for the entire building and alert of anomalies when they 
happen. 

Between 2019 and 2023, significant advancements in the field of artificial intelligence led to the publication of 
several noteworthy studies in reputable journals. This accelerated development necessitates an updated examination 
of the use of artificial intelligence in assisting individuals with visual impairment. This paper's primary objective is to 
provide a comprehensive overview of recent developments, such as the examination of vision testing criteria, the 
application of individual models in deep learning for diagnosing and classifying eye diseases, and the emergence of 
artificial intelligence wearable devices designed to assist individuals with visual impairment. 

This study differs from existing reviews. General descriptions of AI are given in  [25]–[27], while detailed 
discussions of recent challenges are presented in [33], [34], tracking data [39], [40]. Resumes of AI applications in 
dilated fundus examinations [41] and small pupil fundus examinations [42], [43]  which focus on the vitreous [44], retina 
[45], choroid [46], and optic nerve [47], [48] also have been published. Despite the existing body of research on artificial 
intelligence (AI) in the context of visual impairment, there is a notable lack of in-depth analysis regarding the 
performance and impact of AI. Additionally, there is a need for a comprehensive examination of benchmarking practices 
in AI for visual impairment technology. To address these gaps, this review aims to provide a thorough survey 
encompassing various aspects, including the application of AI in diagnosing ocular diseases, the development of smart 
devices for assisting visually impaired individuals, benchmarking methodologies, and the promising potential 
applications of AI in this field. 

In essence, the main aim of this scholarly article is to address the current knowledge gaps pertaining to the 
utilization of artificial intelligence for the purpose of aiding those who experience visual impairment. The objective of this 
study is to thoroughly investigate recent developments in vision testing standards, the utilization of specific deep 
learning models for the purpose of diagnosing and categorizing eye ailments, and the emergence of wearable artificial 
intelligence devices intended to enhance the quality of life for individuals with visual impairments. Through the pursuit 
of these aims, our aim is to provide significant contributions to the area, with the ultimate goal of improving accessibility 
and quality of life for those with visual impairment. 

 
2. Research Method 

This study was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) statement [49]. Adopted by health-related organizations and journals, the PRISMA technique is a 
standard for reporting evidence in systematic reviews that is widely recognized [50]. PRISMA approaches offer 
numerous benefits, including highlighting the review's quality, enabling readers to evaluate the review's strengths and 
weaknesses, replicating review procedures, and structuring and formatting the review using PRISMA headings [49]. 
However, conducting a systematic review and publishing it thoroughly can be time-consuming. In addition, it can quickly 
become obsolete; therefore, it must be routinely updated to include all newly published primary sources since the 
project's inception.  
 
2.1 Formulate Research Questions 
The research query is divided into the following sub-questions. 

− RQ1: What are the most advanced AI techniques in the visual impairment? 

− RQ2: What are the most recent datasets used in visual impairment? 

− RQ3: What are the research gaps and prospective future research directions related to visual impairment application 
research? 

https://creativecommons.org/licenses/by-nc-sa/4.0/
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The objective of the first research question (RQ1) is to provide an exhaustive and systematic overview of all AI-
related articles. In addition, RQ1 seeks to provide evidence that the field of visual impairment can benefit from the 
incorporation of AI. In addition, the second research question's (RQ2) motivation is to address AI-settings challenges 
such as the datasets and the development of intelligent devices for the visually impaired. Lastly, the third research 
question (RQ3) presents prospects for AI researchers, with a focus on application difficulties for the visually impaired. 
 
2.2 Data Eligibility and Analysis of the Literature  

Figure 1 depicts the PRISMA flowchart [48] used in the article selection process, which outlines the search, 
inclusion, and exclusion of papers. The PRISMA flowchart contains three steps: identification, screening, and inclusion. 
First, in the identification phase, we conducted a comprehensive literature review between 1 January 2019 and 30 
March 2023 utilising Springer, IEEE Xplore, the Association for Computing Machinery Digital Library (ACM DL), Science 
Direct, and Scopus. We begin in 2019 because we are interested in further implementation in visual impairment field at 
last 5 years before. In general, the following search terms were utilised: "Artificial Intellegence", "Visual Impairment", 
and "Assistive Technology". Due to the fact that each publication database has its own set of search query filters, the 
specific query terms are detailed in Table A1 of Appendix A. Initial search results from digital libraries revealed 322 
articles that met the search criteria. Then, 2 duplicate articles were removed, leaving 320 articles in the identification 
phase. 
 

 
Figure 1. Study Selection using PRISMA Flow Diagram Method Consisting of Identification Step, Screening Step, and 

Included Step 
 

While systematic reviews offer numerous benefits, they are susceptible to biases that obscure the objective 
results of the study and should be evaluated with caution [51]. To ensure the research selection process was unbiased 
and free from ambiguity, several methods were implemented. These methods included (i) conducting a dual review, (ii) 
establishing explicit and transparent inclusion and exclusion criteria, and (iii) documenting the flow of the selection 
process using the PRISMA flow diagram. Following this, both the abstracts and full texts of relevant articles were 
meticulously examined, and only those that met the predetermined inclusion and exclusion criteria were chosen. 
Additionally, researchers cross-verified the selected papers and resolved any discrepancies or conflicts through 
consensus. There was no disagreement regarding the documents contained in this review. 

This study provides an overview of AI in the field of visual impairment and should delve deeper into setting secure 
mechanisms for AI medical data. Therefore, the screening step defines inclusion and exclusion criteria. We included 
publications that (i) use AI to develop models on image-based datasets, (ii) are published in prominent peer-reviewed 
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journals, and (iii) are published in English. Exclusion criteria were used to exclude irrelevant published studies based 
on the following criteria: (i) articles not related to AI, (ii) non-visually impaired or experimentally image-based datasets, 
(iii) languages other than English, (iv) reviews, (v) proceedings or conference papers, and (vi) arXiv preprints/section. 

A number of considerations oppose the inclusion of conference papers in this study. First, conference 
proceedings typically cover a wide variety of topics and larger publications, so finding the right conference, accessing 
the abstracts, and searching thousands of abstracts can be time-consuming and can be resource intensive. Second, 
conference reports may not contain enough information for systematic reviewers to assess methods, risk of bias, and 
results of studies submitted to conferences because of their brevity. Finally, the reliability of results, especially in the 
health field, has also been questioned. One reason is that the results are often preliminary or based on limited research 
to meet conference deadlines. Therefore, conference papers are not included in the selection criteria. 

After implementing the criteria for inclusion and exclusion to the titles, abstracts, and keywords of each study, 78 
articles were identified during the screening process. Next, the 37 articles in the report that were evaluated in the 
eligibility step were then excluded from the full article text by the exclusion criteria, resulting in 12 articles. Finally, in the 
included steps, 12 articles using AI in visual impairment applications were selected for further analysis, the results of 
which are described in this study.  

To offer a numerical summary of the available literature search, the following data was extracted from each article:  
(i) Author, Title, Year, and Keywords; (ii) proposed methods including training artificial intelligence algorithms and deep 
learning/machine learning models; (iii) data characteristics including distribution methods and challenges; and (iv) Test 
Results and Discussion. 
 
3. Results and Discussion 

All researchers labored diligently on this comprehensive literature review. Following the completion of the 
preceding stages, the papers were distributed among the researchers. Then, each researcher thoroughly read their 
assigned papers and categorized them into themes based on the subject they addressed. Researchers held multiple 
meetings to discuss and define these topics. The researchers determined the themes based on the issues discussed 
in the reviewed papers. In the conclusion, the researchers identified seven themes. The references chosen for each 
topic are listed in Table A1. Each researcher was then designated a theme to summarize their investigation and report 
the results. In this section, the results are discussed. 

Numerical description. The following observations are based on a quantitative examination of the 12 included 
studies between 2019 and June 2023. First, the quantity of AI studies published in medical journals by publication year. 
Since the year 2000, the number of articles published on AI has increased steadily. The number of published papers in 
2022 should increase linearly throughout the year.   

Deep learning algoritms. In addition, we wish to describe the deep learning models used in the experiments 
and assess their proposed visual impairment algorithms.  

The strengths and limitations of artificial intelligent algorithms for visual impairment are summarized in Table 1. 
 

Table 1. Summary of Artificial Intelligent Algorithms Performing on Visual Impairment, along with Strengths and 
Weaknesses. 

AI 
Algorithms 

Strength Weakness AI Study 

AE 

By utilizing unsupervised 
learning, AE is primarily 
intended for dimensional 

feature reduction and 
denoising of medical 
datasets. AE seeks to 
recreate a concise and 

effective representation of 
features. 

An auto encoder may omit 
vital information from the 

characteristics of an object 
detection dataset. 

[52] 

CNN 

Excellent performance on 
object detection image 

classification tasks such as 
scene environtment 

prediction using X-ray 
images. 

If the client in the FL 
environment lacks potent 

computational resources, the 
training procedure of a CNN 
with multiple layers will be 

time-consuming. 

[53] 

GAN 
Generate a synthetic sample 

of medical data for 
Training GAN is difficult 

because the training process 
[54] 
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experiments with limited 
data sets. 

is unstable, there is no 
standard metric evaluation, 

and numerous trial-and-error 
experiments are required for 

effective results. 

LSTM 

Excellent performance on 
time series or sequential 

medical datasets, such as 
human activity recognition 

detection. 

Training LSTM is difficult due 
to the difficulties of vanishing 

and explosive gradients. 
[55][56] 

MLP 

Excellent generalization 
performance on tabular 

common object datasets, 
such as indoor goods. 

MLP is limited to rudimentary 
problem solving. In addition, it 
is sensitive to feature scaling 
and requires the configuration 

of numerous 
hyperparameters, including 
the number of concealed 

neurons and layers. 

[57][58] 

SVM 

SVM can model nonlinear 
decision boundaries, and 

numerous kernels are 
available. In addition, it is 

resistant to overfitting, 
especially in high-

dimensional space. 

SVM is memory-intensive, 
harder to modify due to the 

critical selection of the 
appropriate kernel, and does 

not extend well to larger 
datasets. 

[59][60] 

U-Net 

Obtain precise results when 
segmenting medical image 

datasets, such as when 
segmenting brain tumors 

disease using brain 
magnetic resonance medical 

images. 

Development of the U-Net 
architecture is time-

consuming because the 
network must be operated 

independently for each patch, 
and because overlapping 

patches create redundancy. 
In addition, there exists a 
compromise between the 

precision of localization and 
the use of context. 

[61] 

ViT 

ViTs are highly scalable. 
They can handle both small 

and large input images 
without requiring major 
architectural changes 

Training large Vision 
Transformer models can be 
computationally expensive 

and time-consuming, making 
them less accessible to 
researchers with limited 

resources. 

[62][63] 

AE: autoencoder; CNN: convolutional neural network; GA.: generative adversarial network; LSTM: long short-term memory; MLP: 
multilayer perceptron; SVM: support vector machine; ViT: Vision Transformer. 

. 
RQ1: What are the most advanced AI techniques in the visual impairment? 
 
3.1 Recent Methods of AI 

With enormous technological advancements in computer vision and deep learning, artificial intelligence is 
increasingly being used in medical imaging [64]–[67]. As a novel treatment modality, this is gaining more interest. The 
incorporation of AI techniques into the treatment of visual impairment has improved the accuracy and speed of clinical 
screening, diagnosis, and prognosis. In diagnosing the eyes, fundus images are readily available and contain abundant 
biological data, making them suitable for CNN, GAN, and transfer learning. 

All three methods are effective at image analysis processing. CNNs can directly convolve with image pixels to 
extract image features. GANs can generate new images based on the characteristics of actual data, in addition to the 
classification and feature extraction capabilities of conventional neural networks. It is not necessary to presume 
additional mathematical hyperparameters in practice. Transfer learning reduces the requirement that training and test 
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data be independently and identically distributed. Moreover, it eliminates the need for manual annotation of the dataset 
during the training procedure. Poor generalization performance, time-consuming and onerous procedures, and limited 
datasets can be effectively addressed through transfer learning. 
 
3.1.1 CNN 

CNN, an essential subfield of deep learning [68], is frequently applied to image and video processing. CNNs differ 
from conventional neural networks in that their feature-learning stage is comprised of one or more convolutional and 
pooling layers. Each neuron in the convolutional layer is not connected to every neuron in the subsequent layer, thereby 
reducing the computational burden of training a conventional fully connected neural network. Figure 2. 

The extraction of features is the procedure of convolution. One kernel of convolution corresponds to one feature. 
Each output feature map from the preceding layer is convolved with K-convolution kernels to generate a feature map 
for the subsequent layer. The details can be seen in Equation 1.  
 

ℎ𝑗
(𝑛)

= ∑ ℎ𝑘
𝑛−1𝑊𝑘𝑗

(𝑛)
+ 𝑏𝑘𝑗

(𝑛)

𝐾

𝑘=1

 (1) 

 
Where  is a 2-dimensional convolution. The output of the j-th feature map in the n-th concealed layer is 

represented by ℎ𝑗
(𝑛)

. ℎ𝑘
𝑛−1 is the k-th channel in the (n-1)-th concealed layer. 𝑤𝑘𝑗

(𝑛)
 denotes the weights of the k-th channel 

within the j-th filter of the n-th layer. 𝑏𝑘𝑗
(𝑛)

 is the pertinent bias term [69]. 

The subsequent layer generates as many convolution kernels as feature maps. The greater the value in the 
feature map acquired after convolution, the greater the resemblance between the image in that region and the kernel's 
features. 

𝑁𝑝𝑎𝑟𝑎 is presented in Equation 2 describing the number of parameters in a convolutional layer. [70]: 

 
𝑁𝑝𝑎𝑟𝑎 =  𝐶0 × (𝑘𝑤 × 𝑘ℎ × 𝐶𝑖 + 1) (2) 

 
The Equation 3 is the computation required in a convolutional layer [71], presented as follows [71]: 
 

𝐹 = [(𝐶𝑖 × 𝑘𝑤 × 𝑘ℎ) + (𝐶𝑖 × 𝑘𝑤 × 𝑘ℎ − 1) + 1] × 𝐶𝑜 × 𝑊 × 𝐻 (3) 
 

where F represents the floating-point operation and Ci is the number of input channels. C0 stands for the number 
of output channels, kw for the width of the convolution kernel, kh for the height of the convolution kernel, W for the length 
of the feature map, and H for its width. +1 represents bias. 𝐶𝑖 × 𝑘𝑤 × 𝑘ℎ represents the number of multiplication 

operations in one convolution operation, 𝐶𝑖 × 𝑘𝑤 × 𝑘ℎ − 1 represents the number of subtraction operations in one 

convolution operation. 𝐶𝑜 × 𝑊 × 𝐻 indicates the total number of elements in the feature map. 
To address the issue where the output image is marginally smaller than the input image, researchers may patch 

the image prior to the convolution operation. The required number of pixels are then added to the image's outermost 
layer. This mitigates the disadvantage that information from image corners or margins plays a lesser role. The structure 
of a convolutional neural network is depicted in Figure 2. 

 

 
Figure. 2. The Structure of a CNN 
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3.1.2 GAN 
The primary components of generative adversarial networks (GANs) [72], [73] are the generator and 

discriminator. The generator produces fictitious images based on arbitrarily generated noise. The purpose of the 
generator is to produce images that closely resemble those in the actual dataset. These fabricated data are combined 
with images from the actual dataset and then fed to the discriminator. The discriminator determines whether the image 
being classified is from the actual dataset or was generated by the generator based on the extracted features. It defines 
losses regarding the maximization of the discriminator and the minimization of the generator. The Equation 4 is: 
 

min
𝐺

max
𝐷

𝑉(𝐷, 𝐺) = 𝐸𝑥 [log 𝐷(𝑥)] + 𝐸𝑧 {log[1 − 𝐷(𝐺(𝑧))]} 𝑃𝑧(𝑧) 𝑃𝑑𝑎𝑡𝑎(𝑥)
 , (4) 

 
where x represents the true data, pdata(x) is the probability distribution of x, z represents the noisy data, pz(z) is 

the probability distribution of z, and the generated dummy sample data G(z). D(x) represents the probability that the 
discriminator will determine whether the picture is true, and D(G(z)) is the probability that the discriminator will determine 
whether the picture generated by G is true. E represents the mathematical expectation [74].  

During the game between the two adversarial models, both models continuously adjust their parameters to 
improve their ability to create and identify fake images. Figure 3 shows the workflow of the GAN model. 

 

 
Figure. 3 The GAN Model Workflow 

 
3.1.3 Transfer Learning 

The objective of transfer learning [75], [76] is to bring the computer closer to how humans actually think than 
machine learning. When humans encounter a problem for the first time, they associate it with a previously encountered 
and resolved problem. People subconsciously compare two similar problems and attempt to derive a solution for the 
latter from the former. Transfer learning simulates this process by (i) applying what has been learned from previous 
tasks to a new problem and (ii) acquiring a superior solution by learning in a new domain. 

To learn features and transfer models during training, an increasing number of researchers are integrating 
emerging neural networks with transfer learning methods. Transfer learning has numerous applications, including 
computer vision, text classification, behavioral recognition, natural language processing, indoor localization, and video 
surveillance, among others. 

Feature extraction and fine-tuning are two transfer learning techniques typically employed. People use the 
representations learned by the prior network to extract meaningful features from new data and add a new classifier 
during feature extraction. This method requires less time because the basal convolutional network contains normally 
valuable features for image classification. 

Fine-tuning is the process of adjusting the weights of the network's primary layers and reconfiguring the later 
layers as required for the task, thereby revising the weights of the later or particular layers. Lower-level features are 
extracted by the fundamental convolutional layers. However, as the depth of the strata increases, more distinctive 
characteristics are derived from subsequent layers. Lower-level characteristics are more general, whereas higher-level 
characteristics are more specific. The features learned in the final few layers of the model vary significantly between 
datasets. During training, slower learning rates are frequently employed to prevent significant changes in pre-trained 
parameters and to prevent over-fitting. 
 
3.1.4 Combined Multi-technology Approaches 

CNN, GAN, and transfer learning each have their own domains of application. CNNs perform significantly better 
in the domain of supervised learning than in the domain of unsupervised learning. Therefore, some researchers wish 
to combine CNN and GAN to create the deep convolutional generative adversarial network (DCGAN) [77], which 
performs well in the domain of unsupervised learning. CNN's incorporation into GAN bridges the divide between 
supervised and unsupervised learning. In contrast to GAN, it employs full convolution rather than full connection. The 
generator makes use of LeakyReLU. The discriminator employs the ReLU language. The bulk normalization layers are 
utilized by the generator and discriminator to ensure as stable a training environment as feasible. DCGAN employs the 
convolution step stride to control whether or not downsampling is conducted. Combining transfer learning with CNN 
network models is more prevalent. 
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The concept of integrating GAN and transfer learning entails selecting available features for transfer between 
domains. The method [78] permits training on a large scale using a large amount of annotated data in the source domain 
and a large amount of unannotated data in the target domain. When the data is mapped to a particular feature space, 
the labeled predictor is able to differentiate the data class from the source domain. 

In contrast, the domain discriminator is unable to determine the origin of the data. For labeled data from the 
source domain, the network minimizes the loss of the labeled predictor in a continuous manner. For all data from the 
source and target domains, the network minimizes the domain discriminator loss continuously. 
 
RQ2: What are the most recent datasets used in visual impairment? 
 
3.2 Dataset 
This Tabel 2 section provides an overview of the most widely used datasets for object detection tasks.  

 
Table 2. Comparison of Various Object Detection Datasets 

Dataset Classe
s 

Train Validation Test 

Images Objects Objects/Image Images Objects 
Objects/Imag

e 

OpenImage 600 
1,743,04

2 
14,610,22

9 
8.38 41,620 

204,62
1 

4.92 
125,43

6 
ILSVRC 200 456,567 478,807 1.05 20,121 55,501 2.76 40,152 

MS-COCO 80 118,287 860,001 7.27 5,000 36,781 7.35 40,670 
PASCAL VOC 12 20 5,717 13,609 2.38 5,823 13,841 2.37 10,991 

 
3.2.1 Pascal VOC 07/12 

The Pascal Visual Object Classes (VOC) competition was a multiyear endeavor to advance the field of visual 
perception. It began in 2005 with classification and detection tasks on four object classes [83]; however, only two 
versio\ns of these challenges are typically used as a benchmark. The VOC07 challenge included 5,000 training images 
and more than 12,000 labeled objects [84] whereas the VOC12 challenge included 11,000 training images and more 
than 27,000 labeled objects [79]. The number of object classes has been increased to twenty, and tasks such as 
segmentation and action detection have been added. To assess the efficacy of the models, Pascal VOC introduced the 
mean Average Precision (mAP) at 0.5 IoU (Intersection over Union). 
 
3.2.2 ILSVRC 

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [80] was an annual competition from 2010 
to 2017 that established a standard for evaluating algorithm performance. The size of the dataset was increased to 
more than one million images comprising one thousand object classification classes. These 200 classes were hand-
selected for the object detection assignment, which consists of over 500,000 images. Multiple sources, such as 
ImageNet [79] and Flikr, were utilized to compile the detection dataset. ILSVRC also modified the evaluation metric by 
lowering the IoU threshold to facilitate the detection of tiny objects.  
 
3.2.3 MS-COCO 

Microsoft Common Objects in Context (MS-COCO) [81] is one of the most complex available datasets. It contains 
91 common objects found in their natural environment that a 4-year-old can readily identify. It was introduced in 2015, 
and since then, its popularity has only grown. It has an average of 3.5 categories per image and more than two million 
instances. Additionally, it contains 7.7 instances per image, which is significantly more than other prominent datasets. 
MS COCO also contains images from various perspectives. It also introduced a more stringent method for measuring 
the detector's efficacy. In contrast to the Pascal VOC and ILSVCR, it calculates the IoU from 0.5 to 0.95 in 0.5-step 
increments, then employs a combination of these 10 values to determine the Average Precision (AP) metric. In addition, 
it utilizes AP separately for small, medium, and large objects to compare performance at various scales.  
 
3.2.4 Open Image 

Open Images [82] is annotated with image-level annotations, object bounding boxes, and segmentation masks, 
among others, and contains 9.2 million images. It was introduced in 2017 and has received six enhancements since 
then. Open Images has 16 million bounding boxes on 1.9 million images for 600 categories, making it the largest dataset 
for object localization. Its creators took extra care to select images that are fascinating, complex, and diverse, with 8.3 
object categories per image. Several modifications were made to the AP introduced in Pascal VOC, such as 
disregarding unannotated classes, requiring class and subclass detection, etc. 
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3.2.5 Issues of Data Skew/Bias 
A perceptive reader would undoubtedly observe that the number of images for different classes varies 

substantially across all datasets [86]. Three of the four datasets under discussion (Pascal VOC, MS-COCO, and Open 
Images Dataset) have a very significant decrease in the number of images beyond the top five most prevalent classes. 
In MS-COCO dataset, there are 13775 images containing 'person' and then 2829 images containing 'car'. The number 
of images for the remaining 18 classes in this dataset nearly decreases linearly to 55 for the class'sheep'. Similarly, the 
class 'person' in the MS-COCO dataset contains 262465 images, while the class 'car' contains 43867 images. The 
downward trend continues until only 198 images for the class 'hair dryer' remain. The class 'Man' is the most common 
in the Open Images Dataset, with 378077 images, whereas the class 'Paper Cutter' contains only three. This plainly 
represents an imbalance in the datasets and is destined to introduce bias into the object detection model training 
process. Consequently, an object detection model trained on these biased datasets will most likely demonstrate superior 
detection performance for classes with a greater number of images in the training data. Although still present, this issue 
is less pronounced in the ImageNet dataset, where the most frequent class, 'koala,' contains 2469 images and the least 
frequent class, 'cart,' contains 624 images. In the ImageNet dataset, the two most frequent classes are 'koala' and 
'computer keyboard', which are clearly not the most desired objects in a real-world object detection scenario (where 
people, cars, traffic signs, etc. are of greater concern). 
 
RQ3: What are the research gaps and prospective future research directions related to visual impairment 
application research? 
 
3.3 Research gaps and prospective future research directions 
3.3.1 Vision Care 

In the information age, individuals use their eyeballs significantly more than in previous decades. They depend 
on video display terminals such as computers and televisions for an increasing number of activities [87]–[89]. In every 
country, the number of individuals suffering from visual fatigue has increased geometrically [88]. The perception of 
vision care, however, has not kept pace. There are numerous methods to alleviate eye strain, prevent myopia, and 
delay the progression of vision loss. 

Feng, D., et al. (2022) [90] seeks to defend children's vision during their formative years by conducting research 
and developing products. The paper [91] analyzes the vision of university students prior to their participation in athletics 
and exempts three athletes whose vision did not satisfy the requirements. Following this, athletes are provided eye 
treatment. 

Additionally, Weise [92] investigates the impacts of various football helmet visors on athletes. When we are 
youthful, we must be aware of the need to safeguard our eyesight as soon as feasible. In addition, as we age, the 
structural and functional integrity of the visual system declines, and the incidence of eye disease increases. During the 
epidemic, visually impaired individuals who sought medical care faced increased hazards and requirements (167]. 
Therefore, it is essential to investigate methods to assist the visually impaired. 
 
3.3.2 Smart Home 

Even in their own home, the visually impaired cannot move around entirely freely; therefore, a method for 
controlling smart homes must be developed. The system [93] begins with the smartphone's microphone, Android 
processes the results, and then connects to NodeMCU via Wi-Fi; however, this system can only manage a limited 
number of command types. The paper [94] investigates a smart home technology based on touch technology that was 
originally intended to aid elderly individuals in living independently. However, it could also be used to assist blind 
individuals live independently in their residences.  

The proposed method [95] is also touch-based. Touching the floor plan to receive haptic feedback enables blind 
individuals to investigate a multi-room floor plan. Literature review revealed that medical aides for the visually impaired 
and home assistive device technology are still in the developmental stage.  

No device has been tested permanently on visually impaired individuals. Even if they all have a visual impairment, 
their visual conditions and assistive requirements differ considerably. Some individuals require magnification devices, 
whereas others require portable electronic aides or tools that can read documents audibly. However, the majority of 
current assistive devices are blind poles or spectacles. The blind stick only enables the visually impaired individual to 
access information about an obstacle in a limited area in front of them, thereby preventing them from gaining a 
comprehensive understanding of their surroundings.  

Despite the undeniable utility of these aides, they are less diverse and specialized. Large, complicated, and 
expensive, these aides do not meet the actual requirements of the visually impaired community. These deficiencies 
place additional strain on visually impaired individuals, who already have difficulty working and limited incomes.  
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In the future, we anticipate that visually impaired assistive devices will be more intelligent and applicable in a 
wider variety of situations. These new devices will be more specialized and portable, making the visually impaired's 
lives significantly more convenient. 
 
4. Conclusion 

Even though AI has made significant progress over the past decade, the top detectors are still far from 
performance saturation. As its real-world applications expand, the demand for lightweight models that can be deployed 
on mobile and embedded systems will grow exponentially. Wearable devices will be applicable in a greater diversity of 
everyday situations. Several publications on devices utilising artificial intelligence were examined. These AI-powered 
devices can help visually impaired people read text, navigate the street, and even create art. The majority of assisted 
reading research focuses on creating audio for visually impaired individuals to comprehend. The preponderance of AI-
powered mobility aides take the form of essentially identical blind canes and glasses. Enhancing their quality of life, 
visually impaired individuals can create art with the aid of intelligent devices. There is a growing interest in this field, but 
it remains an unresolved problem. In this paper, we demonstrate how numerous object detectors have evolved since 
their inception. While two-stage detectors are generally more accurate, they are too sluggish for use in real-time 
applications such as autonomous vehicles or security. In recent years, however, one-stage detectors have become 
more accurate and quicker than two-stage detectors. Deeplearning is also certain to shock people. SwinTransformer, 
a transformer-based detector, is the most accurate detector to date. With the current upward trend in the precision of 
detectors, we have high aspirations for the development of more precise and quicker detectors. 

 
Appendix A 

Table A1. Full Query Term in Publication Databases 

Scientific Database Query 
Studies 

Results # 

ACM Digital Library 

((deep learning AND ((fft[Filter]) AND (english[Filter]) AND 
(2020:2023[pdat]))) AND (Visual Impairment OR Blindness OR 

Visionless AND ((fft[Filter]) AND (english[Filter]) AND 
(2020:2023[pdat])))) AND ("visual impairment" AND assistive 

technology AND ((fft[Filter]) AND (english[Filter]) AND 
(2020:2023[pdat]))) AND ((fft[Filter]) AND (english[Filter])) AND 

((fft[Filter]) AND (english[Filter])) 

20 

IEEE Xplore 

("All Metadata":deep learning) AND ("All Metadata":visual 
impairment OR "All Metadata":blindness OR "All 

Metadata":visionless) AND ("All Metadata":assistive technology 
OR "All Metadata":visual impairment) 

19 

ScienceDirect 
(("Visual Impairment") OR (Blindness) OR (visionless")) AND 
("deep learning" ) AND ("Assistive Technology" OR "Visual 

Impairment") 
150 

SpringerLink 
("deep learning") AND (("visual impairment" OR "blindness" 
OR "visionless")) AND (("assistive technology") OR ("Visual 

Impairment")) 
102 

Scopus 
TITLE-ABS-KEY ( ( "deep learning" )  AND  ( "visual 

impairment"  OR  "blindness"  OR  "tensionless" )  AND  ( ( 
"assistive technology" )  OR  ( "assistive technology" ) ) ) 

31 
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