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Abstract

Indonesia’s coffee industry plays a crucial role as a major export, making a
significant contribution to the country’s economy by generating foreign
exchange. The quality and quantity of coffee production depend on various
factors such as humidity, rain, and fungus that can cause rust diseases on
coffee leaves. These diseases can spread quickly and affect other coffee
plants quality, leading to decreased production. To address this issue, CNN
with VGG-19 architecture model was utilized to identify coffee plant diseases
using image data and the python programming language, which in previous
studies used MATLAB as their platform. In addition, VGG-19 with image
enhancement and contouring data for pre-processing step has a more
profound learning feature than the method used in the previous studies,
AlexNet which makes the structure of VGG- 19 more detailed. The dataset
used in this paper is Robusta Coffee Leaf Images Dataset which have three
classes, namely health, red spider mite, and rust. The VGG-19 model attained
F1-Score of 90% when evaluated using the testing data with ratio 80:20, where
80% is training data, and 20% is validation data. This paper employed 0.0001

learning rate, batch size 15, momentum 0.9, 12 training iteration, and RMSprop
optimizer.

1. Introduction

Indonesia is a country situated on both sides of the equator, which makes it an ideal location for coffee plantations
due to the stable seasons and weather conditions in the Bean Belt region. Coffee is an important crop in Indonesia,
playing a significant role in the country’s economy and serving as a major export product that generates foreign
exchange. In 2021, the total coffee production in Indonesia amounted to 762 thousand tons. Among this, smallholder
plantations contributes 0.49% or 3.7 thousand tons, while private plantations made up the remaining 0.18% or 1.4
thousand tons [1].

Indonesia’s coffee exports can only meet 4% European Union’s demand due to various factors. According to a
study conducted by the Center for Indonesia Policy Studies (CIPS) on the food sector, there are at least two reasons
for the low coffee production in Indonesia. The first reason is that aging coffee trees are more vulnerable to diseases,
which can harm their growth and productivity [2].

Physical alterations to coffee plant leaves can occur due to various factors, such as pest infestations and
unpredictable weather conditions. Diseases, such as rust and red spider mite, can also attack coffee plant leaves,
primarily due to humidity, rain, and the fungus Hemileia Vastatrix. To identify or visualize these diseases, many
innovative technological advancements, including direct and laboratory convolution assays, have been developed.
However, it is crucial to have adequate knowledge of the diseases condition to recognize it when observing it in person

[3].

The process of classification involves sorting each image into specific categories based on its features. It is a
crucial technique used for image recognition. Classification is a data mining method that enables the identification of
items in a dataset and categorizes them according to their class or level [4]. The primary goal of classification is to
anticipate the target class for every instance in the dataset. This target class is typically known as the training dataset,
where the classification algorithm analyzes the data is process known as training. During the training phase, the
algorithm generates model outcomes that can be used to categorize new data [5].

Currently, deep learning continues to be a machine learning approach that facilitates the automatic identification
and detection of objects in digital images [6]. The researchers in this study have utilized a technique called Convolutional
Neural Network (CNN) which is widely used in the field of deep learning for identifying and classifying various objects
across different visual inputs.

CNN comprises various architectural models, including VGG-19, which was employed in this study. Despite the
diversity in CNN architectures, they all share the same objective. Some of the most commonly used designs for image
classification challenges include VGG, ResNet, AlexNet, GoogleNet, MobileNet, and others [7].
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Previous research has utilized the CNN method for classifying diseases on leaves. In one such study [5], grape
leaf diseases images were classified using the K-Means Clustering algorithm for segmentation. Feature extraction was
performed using the VGG-16 transfer learning method, and classification was carried out using the CNN algorithm. The
dataset comprised 4000 images of grape leaves obtained from Kaggle, with an additional 100 image data sourced for
Google used as test data outside the dataset. The CNN model achieved an accuracy 99.50% on the training data, while
the test accuracy on test data was 00.25%.

In another study [8], the researchers employed VGG and ResNet50 models to predict the age of tea leaves, using
the CNN algorithm for digital image processing. The researchers collected 600 images and used the RMSprop
optimizer, learning rate 0.01, batch size 32, and 100 epochs to segment 1800 images. The accuracy of the system was
evaluated through testing and was found to be 97.5%.

In another research [9], the CNN technique was utilized to classify images of mango leaves. The images were
collected from three categories of mango manalagi, and 90% of the data was used for training, while 10% was used for
validation. The training data was iterated 60 times, which resulted in the best accuracy. The validation data had an
accuracy of 89.20%, while the training data had an accuracy of 97.725%.

According to a research [10], Rice Leaf Disease was divided into three types: Bacterial Leaf Blight, Brown Spot,
and Leaf Fungus. The transfer learning method employed ResNet101 pre-training model, and added architectural layers
like Dense Layer, Dropout Layer, and Batch Normalization Layer. The validation data exhibited an accuracy rate of
100%, with a loss value of 5.61%.

In a previous article [2], MATLAB programming platform and CNN were utilized to detect coffee plant disease
using images. The research employed 300 image data, which were categorized into three classes: health, rust, and red
spider mite. This study obtained an accuracy rate of 80.56% on the training data using 240 image data, and an accuracy
rate of 81.60% on the testing data using 60 image data.

The aim of this study was to detect coffee plant leaf disease images using the Python platform, and utilized a
CNN model specifically VGG-19, which is known for its excellent image classification capabilities and has been a winner
of ImageNet Challenge in 2014. The VGG-19 model is composed of 16 convolutional layers, and 3 fully- connected
layers, making it powerful network. CNN consists of three layers: convolutional, pooling, and fully-connected layers [11].

The differences between the proposed study and previous study are the previous study used MATLAB as their
platform to work on the program, it did not use the image enhancement and contouring data to classify the images data,
and it only used one model, AlexNet. The reason the authors included ResNet50 model only in the results and
discussion chapter is that in addition to overcoming problems with gradients by adding output from the previous layer
to the next layer, ResNet50 can also remove redundant network structures to speed up data processing, which can
cause problems with gradients. As a result, the authors conducted a comparison between two models, ResNet50 and
VGG-19. VGG-19 has several advantages compared to ResNet50, and the model used in the main research journal,
AlexNet, including the VGG-19 model using many convolutional layers with a small filter and layer pooling to enhance
the effectiveness of image classification. VGG-19 also uses the RelLU activation function to minimize backpropagation
errors and improve network performance, and uses the last layer, the softmax layer, to prevent overfitting.

2. Research Method

In prior research, CNN technique was used, specifically AlexNet, which is akin to an earlier CNN model named
LeNet. However, AlexNet has a more complex and deeper structure, which slows down model training because of
higher image resolution and more computationally intensive convolutions. The final two hidden layers of AlexNet
necessitate 6400 x 4096, and 4096 x 4096 sizes. This translates to significant expenses in terms of memory, processing
power, and floating-point operations per second (MFLOP), especially for smaller devices like mobile phone. As a results,
more advanced architectures have surprassed AlexNet in terms of efficiency.

The presented Figure 1 depicts the design process that involves several stages, including load data images (input
data), preprocessing, image enhancement, contour detection, augmentation using data train and validation, and
evaluation model using validation data as data test. The first step involves inputting image data and splitting it into two
sets, which are the training and validation data, in 80:20 ratio. Following this, image enhancement is carried out to
enhance the quality of the visual information in the images, and contour detection is performed to analyze shapes and
detect object recognition. The subsequent step is to resize the images data utilizing the Image Data Generator
parameter, which can preprocessing all training images to smaller or larger to reduce overfitting while training the data.
Ultimately, the processed data undergoes numerous iterations, and the models accuracy is evaluated using validation
data.
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Figure 1. Flowchart of research method

2.1 Dataset

This research places its emphasis on the leaves of coffee plants, which can serve as indicators of potential
impacts caused by different factors like pest invasions, unpredictable weather patterns, and the presence of the fungus
Hemileia Vastatrix. These factors may result in observable alterations in the coffee plant leaves. Thus, researchers
perform classification tasks to detect and identify diseases in coffee plants through the leaves. The Kaggle website
provided the dataset for this study, which is titled RoColLe: Robusta Coffee Leaf Images Dataset. It consists of 1560
images in jpg format and contains three category: health, rust, and red spider mites. Based on previous research, in
order for the number of dataset for each class to be the same, 100 images were selected manually according to the
research needs for each class. The data criteria to be used are images with a good focus on the main object without
any other objects around it. Figure 2 shows some examples of the dataset for each classes.

.,'.A

0
Figure 2. Sample data from (a) Health, (b) Red spider mite, and (c) Rust

2.2 Preprocessing

The raw data is transformed into training data through a process called preprocessing to enhance the accuracy
of the model. After importing the dataset from Google Drive to Google Colaboratory, the data is split into 240 images
for training data, and 60 images for validation data. The images are then converted to the RGB color space and resized
to 180 x 180 pixels to be used as input for the CNN model.

In this research, data normalization is one of the common steps performed in preprocessing. Data normalization
aims to transform the scale of the data to have a consistent range or distribution. This ensures that all features have a
similar scale, so that no element dominates or has a more significant influence than other features. Normalization also
helps reduce the impact of outliers in the data. The normalization technique used in this research is normalizing the
image by using min-max scaling, dividing the pixel value of each layer by 255, which scales the values to an internal of
0-1, with 1 being the highest pixel value in an RGB image.

2.3 Image Enhancement

The process of improving the quality of an image is essential before detecting its contours. The ultimate goal of
this step is to improve the overall visual appearence of the image. Although it cannot restore the lost details, the image
contrast can be improved. The outcomes of image enhancement have a significant impact on the evaluation results in
this study. CNN is a widely used technique because it can learn complex visual features from numerous examples [12],
[13].

Color and shape are crucial aspects of image processing, and they are part of one of the two main concepts in
this field. Colors are used in design differentiate common object, and color spaces are integrated into image processing
algorithms. From a mathematical perspective, digital images can be represented using a matrix that consists of a fixed
number of pixels or dot cells. Grayscale images require one value to indicate pixel intensity, typically in the range of [0,
255], while color image use three value to represent the amount of red, green, and blue stored in them. A “binary image”
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is a representation that has only two possible intensity levels. Enhancing color and shape features is essential for
accurate image processing, and CNN are well-known for their ability to learn intricate visual features from a large
number of examples [14].

In this study, image enhancement is used after image pre-processing is complete. The method that used in this
image enhancement process is changing all the original colors of the data images in each class to gray (grayscale).
The two techniques used are sharpening, and color adjustment. The sharpening is used to emphasize the edges and
details in the images so that it looks clear. Color adjustment is used to adjust the color balance, saturation, and hue to
improve the quality images. After applying the sharpening and color adjustment methods, the results of the image
enhancement are converted to a confusion matrix with and without normalization which can be seen in Figure 3.

Enhance

Original

Figure 3. Image enhancement result

2.4 Contouring Data

The “contour” is a curved line that connects adjacent points of the same hue or value. It's an essential tool in
shape analysis and object identification. Contours are commonly shown as a set of circular points or polygons. The
CNN technique successfully deals with intricate duties, including contour detection, classification, and segmentation.
This technique can even distinguish between the edges and contours of the target object.

The contour processing in the OpenCYV library comprises two functions: the find contour function, which can scan
the backdrop of the image data for objects, captures contour patterns, and creates approximations, and the draw contour
function, which catalogs contour objects and empowers users to depict them with distinctive characteristics such as
color and line width [15], [16], [17]. In Figure 4, this study utilizes the results of image enhancement, namely greyscale,
then applies the draw contour function, which is used to draw outline lines in images, and also applies the find contour
function, which is used to take the source image as a parameter and returns a list of contours found in the image.

Enhance Contours

Figure 4. Contouring data results

2.5 Augmentation Data
During the training of CNN, overfitting can be a problem where spurious variations or errors are given too much
weight in the explanation compared to the underlying relationship. One solution to this issue is to use augmentation
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data, which involves increasing the amount of available data [18]. Data augmentation is a commonly used technique in
image classification scenarios, wherein each class of the dataset can be expanded by applying transformations such
as rotation or resizing to the original image [19]. By improving augmentation techniques, it's possible to increase the
amount data without introducing new data [3]. The aim of this process is to enhance the accuracy of data training by
modifying ata within each class. Because of that, the authors use the Tensorflow library provides various techniques
like rotation, zooming, and other methods that can be used to alter the data and influence the classification results.

2.6 Convolutional Neural Network (CNN)

The most prevalent method for detecting and recognizing particular objects in image data is deep learning. CNN
is a technique used in deep learning to categorize and identify objects in images data. The reason for selecting it in this
research is its similarity to human brain operations from input to output [3]. Futhermore, CNN outperform other methods
in terms of accuracy. The method is comprised of multiple layers, including convolutional and pooling layers, which
extract features from input image data. Afterward, the flattened image data is fed into the fully-connected layer process
that classifies the data and activites it using the softmax layer.

Most researchers have used CNN because it does not require extensive preprocessing if image [20]. The CNN
technique may be prone to overfitting, which results from a reduced number of datasets, leading to lower accuracy and
longer processing time. For this reason, CNN implements a softmax layer that aids in binary and multi-classification to
mitigate the possibility of overfitting [21].

2.7 Visual Geometry Group (VGG)

In order to enhance the accuracy of image classification, this study utilizes VGG-19, which is one of the models
from the VGG family developed by Andrew Zisserman and Karen Simonyan specifically for the 2014 ImageNet
Challenge. VGG-19 is preferred over AlexNet due to its superior generalization abilities. The VGG model utilizes multiple
convolutional layers with small filters and pooling layers to enhance image classification effectiveness. To minimize
backpropagation errors and enhance the network’s perfomance, VGG-19 utilizes ReLU activation function. The feature
extraction process in VGG-19 involves five convolution stages and five max-pooling layers [8], [20]. The final layer or
fully-connected network, employs a softmax layer to prevent overfitting.

VGG-19 is chosen for this research due to its improved network depth compared to traditional CNN. It employs
a structure consisting of multiple convolutional layers and non-linear activation layers, which is superior to a single
convolution layer in extracting image features. Additionally, VGG-19 utilizes max pooling for downsampling and employs
the Rectified Linear Unit (ReLU) as the activation function. This activation function selects the highest value within a
specific image area as the pooled value. The downsampling layer is primaly utilized to enhance the network’s ability to
resist distortion in images while retaining the key features of the samples and reducing the number of parameters.

3. Results and Discussion

In a prior study [2], the RoColLe dataset originally contains 1560 raw images, but only 300 were utilized. The
images were preprocessed and sorted into three categories: health, red spider mite, and rust, with 100 images each.
The study found that using 240 images for training data resulted in an accuracy 80.56%, while using the remaining 60
images for validation data yielded 81.60% accuracy use AlexNet model.

The objective of this research is to conduct a comparative analysis of two distinct CNN architectures — VGG-19
and ResNet50. The reason the authors included the ResNet50 model only in the results and discussion chapter is if
there’s problems with gradients, the model can remove redundant network structures to speed up data processing.
Besides that, ResNet50 can solve problems with gradients by adding output from the previous layer to the next layer.
Therefore, the authors conducted a comparison between the ResNet50 model and the VGG-19 model. The VGG-19
model presents several benefits when compared to both ResNet50 and the model utilized in the primary research
publication, AlexNet. VGG-19 employs a greater number of convolutional layers with small filters and layer pooling to
enhance the efficiency of image classification. Moreover, VGG-19 utilizes the ReLU activation function to minimize
errors in backpropagation and enhance network performance. To prevent overfitting, VGG-19 incorporates a softmax
layer as its final layer.

In 2015, Kaiming He, Xiangyu Zhang, Shaoging Ren, and Jian Sun created the ResNet50 model for the ILSVRC-
2015 competition which is specifically engineered to solve gradient-related difficulties by incorporating skip connections.
This connections involve the addition of the output from the previous layer to the subsequent layer, aiding in the
optimization and training of deep neural networks. This approach helps to alleviate the degradation problem that can
occur in deep neural networks and enables the model to be trained more effectively. Futhermore, it addressed the
problem of multi-layer non-linearity in CNN models [23]. The ResNet50 architecture offers certain advantages, such as
removing redundant network structures to expedite data processing, which can cause issues with gradients. It also
resolves the problem of degradation in convetional CNN networks [24].
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In this study, the images data is splitting into training data with ratio 80%, and validation data with ratio 20%,
following the methodology of the previous studies. The researchers incorporated callbacks, checkpoints, and early
stopping into their approach. Checkpoints help reduce CNN load by storing the model parameters as the accuracy of
the matrix increases. Early stopping is used to halt the process if there is an increase in errors in the validation data,
maintaining the model parameters. Tensorflow callback parameters instead of the latest values after training [25].

The subsequent action involves transforming the scale of the initial image data into grayscale. This procedure
enhances the contrast to develop a unique object feature, namely grayscale. By converting the image from color or
grayscale to binary, it simplifies and accelerates the image processing process. Moreover, this step may also improve
the evaluation’s accuracy results.

Once the original images data has been converted to grayscale, the subsequent action is to apply the drawing
contour and find contour functions to draw a contour on top of the original RGB images data. By combining adjacent
consecutive lines with the same value, a contour is formed which comprises of straight lines that connect a collection
of curves.

After collecting the images data, the researchers proceed with data augmentation using the image data generator.
The images resolution is then reduced to 180 x 180 pixels before feeding it into a CNN for training and evaluation. In
order to normalize data, the pixels values for each layer are adjusted to fit within a range of 0 to 1, where 1 represents
the maximum pixel value in an RGB image.

Futhermore pada Table 1, the data is trained using two models, VGG-19 and ResNet50, with the RMSprop
optimizer, and hyper parameter based on previous study [2] such as momentum value of 0.9, batch size 15, 12 training
iterations, and a learning rate of 0.0001 after applying augmentation data. In this study, a learning rate of 0.0001 was
used, while the maximum value was 0.006 [26]. The learning rate is a key parameter that can affect how quickly the
model converges during training.

Table 1. Comparison of distribution of previous research datasets with proposed research
CNN Model Total Training Data Images Total Validation Data Images

AlexNet 240 60
VGG-19 240 60
ResNet50 240 60

The Figure 5 provides a graphical illustration of the VGG-19 models loss and accuracy. The X-axis of the graph
shows the number of iterations employed in training, and Y-axis represents the accuracy during training, which ranges
from O to 1. The loss graph, on the other hand, displays the number of iterations on the X-axis and the loss magnitude
on the Y-axis, which ranges from 0 to 1.2 both graphs depict an accuracy value of 0.90.

Training and validation accuracy Training and validation loss

~—Training acc
- Validation acc

——— Training loss

- Validation loss

o
0

o
@

resolution accuracy
=) o
o ~

o
wn

0 2 4 6 8 10 12 0 2 4 6 8 10 12
limit epoch limit epoch
(a) (b)
Figure 5. VGG-19 (a) accuracy chart, and (b) loss chart

The ResNet50 model's accuracy and loss are depicted in Figure 6. The accuracy graph represents the
relationship between the number of iterations during training, displayed on the X-axis, and the corresponding accuracy
level, ranging from O to 1, depicted on the Y-axis. The X- axis of the loss graph represents the number of iterations
during training, while the Y-axis represents the loss magnitude, ranging from 0 to 1.3. The findings from both graphs
shows a value of 0.81.
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Figure 6. ResNet50 (a) accuracy chart, and (b) loss chart

Table 2 displays the finding of the VGG-19 classification report, while Table 3 displays the outcomes of the
ResNet50 classification report. The VGG-19 validation data yielded an accuracy of 90%, whereas the ResNet50
validation data yielded an accuracy of 80%. When precision approaches 1, the models perfomance is considered good,
while when it is closer to 0, the models perfomance is considered poor.

Table 2. Classification Report VGG-19
Precision Recall F1-Score Support

Health 0.94 0.80 0.86 20

Red Spider Mite 1.00 0.95 0.97 20
Rust 0.85 0.85 0.85 20
Micro Avg 0.93 0.87 0.90 60
Macro Avg 0.93 0.87 0.90 60
Weighted Avg 0.93 0.87 0.90 60
Samples Avg 0.87 0.87 0.87 60

Table 3. Classification Report ResNet50
Precision Recall F1-Score Support

Health 0.75 0.90 0.82 20

Red Spider Mite 0.86 0.60 0.71 20
Rust 1.00 0.80 0.89 20
Micro Avg 0.85 0.77 0.81 60
Macro Avg 0.87 0.77 0.80 60
Weighted Avg 0.87 0.77 0.80 60
Samples Avg 0.77 0.77 0.77 60

Various matrices, such as accuracy, recall, and f1-score, can be employed to assess the models efficacy. The
accuracy of the models predictions is measured based on the precentage of all observations that are positive. The f1-
score is higher when a greater number of data predictions are correct for the total observations [27].

The Equation 1, Equation 2, Equation 3, and Equation 4 mentioned earlier can be determined by using the
confusion matrix, which helps evaluate the efficiency of deep learning models by comparing their output with the target
output. These metrics can aid researchers in creating precise and effective models for studying coffee leaf diseases.
This scoring matrices used are True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN).

4 TP +TN (1)
WAy =Tp TN + FP + FN
TP
Precision TP L FP (2)
TP
- 3
Recall TPTFN 3)
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1 _ 2 * Precision * Recall @)
score = Precision + Recall

The diagonal of the matrix indicates the correctly labeled class categories, while the ff-diagonal elements show
the misclassification of the classes into false positives and false negatives, and the correct identification of true negatives
and true positives.

Based of the data shown in Figure 7, it can be seen that for the health category, there were 18 cases where the
data was correctly identified as positives, 2 cases where it was falsely identified as negatives, 3 cases where it was
falsely identified as positive, and 37 cases where it was correctly identified as negative. As for the red spider mite
category, there were 19 cases where the data was correctly identified as negative, 0 cases where it was falsely identified
as positive, and 40 cases where it was correctly identifed as negative.

In contrast, the rust category has 17 instances of correctly identified positive data, 3 instance of falsely identified
negative data, 3 instances of falsely identified positive data, and 37 instances of correctly identified negative data. The
results of the confusion matrix indicate that the accuracy of the validation data is remarkable and reaches 90%.

Confusion matrix

Health

Red_spider_mite

Tue label

Rust

Predicted label
Figure 7. Confusion Matrix of VGG-19

The results shown in Figure 8 indicate that for the health category, there were 19 instances of the correctly
identified data, 1 instances of incorrectly identified data, 11 instances of incorrectly data, and 29 instances of correctly
identified health data. In the red spider mite category, there were 12 instances of correctly identified data, 8 instances
of incorrectly identified data, 2 instances of incorrectly identified data, and 38 instances of correctly identified data.

Lastly, in the rust category, there were 16 instances of correctly identified data, 4 instances of incorrectly identified
data, O instances of incorrectly identified data, and 40 instances of correctly identified data. Overall, the accuracy of the
ResNet50 model in validation data is 81%.

Confusion matrix

Health

Red_spider_mite

Tue label

Rust

Predicted label
Figure 8. Confusion matrix of ResNet50

Table 4 below presents a comparison of the accuracy, precision, recall, and fl-score of the VGG-19 and
ResNet50 models, as conducted by the researchers.
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Table 4. Validation data results for accuracy, precision, recall, and F1-score
VGG-19  ResNet50

Accuracy 0.90 0.81
Precision 0.93 0.85

Recall 0.87 0.77
F1-Score 0.90 0.81

4. Conclusion

This study suggests that python programming language and CNN approach can be utilized to classify coffee
plant leaf diseases. The results demonstrate that the proposed model using VGG-19 method accurately identified coffee
leaf diseases with a classification accuracy of 90% on validation data as testing data. This study employed 0.0001
learning rate, 15 batch size, 0.9 momentum, RMSprop optimizer, and 12 training iterations.

This study concentrates exclusively on the classification of coffee plant leaf diseases, thus future research can
expand the range of the analysis to include other areas of the coffee plant, such as roots, fruits, and other leaves.
Further study also can utilize wider range of programming languages and deep learning approaches.
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