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Agriculture is one of the areas that can benefit from robotics technology, as it 
faces issues such as a shortage of human labor and access to less arid terrain. 
Harvesting is an important step in agriculture since workers are required to 
work around the clock. The red ripe tomatoes should go to the nearest market, 
while the greenest should go to the farthest market. Harvesting robots can 
benefit from Neural Network-based image processing to ensure robust 
detection. The vision system should assist the mobility system in moving 
precisely and at the appropriate speed. The design and implementation of a 
harvesting robot are described in this study. The efficiency of the proposed 
strategy is tested by picking red-ripened tomatoes while leaving the yellowish 
ones out of the experimental test bed. The experiment results demonstrate that 
the effectiveness of the proposed method in harvesting the right tomatoes is 
80%. 

 
1. Introduction 

Robotics technology is one of the most advanced electronics technologies that may be used in various industrial 
and residential applications. It can make work and life more manageable, giving people more time to accomplish other 
things. Agriculture is one of the industries that can benefit from this technology. Agriculture faces challenges such as a 
lack of human labor and less arid land accessible. The application of robotics technology in agriculture is called digital 
farming [1][2][3], with Stoelen et al. in 2015 proposing low-cost robotics for agriculture.  

Any sort of robotics is relevant in agriculture for any stage of the agricultural process, such as mobile robots for 
autonomous spraying and static robots for harvesting. An arm robot manipulator is the most likely harvesting robot type, 
which can replace a human arm in picking up stems [4][5][6][7][8]. Human eyes can be easily replaced by cameras 
already widely accessible on the market, such as those proposed by Dewi et al. in 2018 for visual servoing design and 
control for agriculture robots [9]. 

Harvesting is a crucial stage in agriculture since it is expected to last 24 hours because some crops, such as 
tomatoes, ripen quickly [10]-[15]. It can quickly change hues, and harvesting should be divided according to the market's 
distance. The red ripe tomatoes should be selected for the closest market, while the greenest should be selected for 
the farthest market [16]. A robot can pick and put objects for 24 hours and select colors based on instructions.  

The robot system can be divided into two things, namely the motion and the vision system. The harvesting robot 
relies heavily on object detection, how the robot detects the fruit and recognizes which one to pick, as Tan et al., 2018 
used image processing for blueberry maturity detection [23], Malik et al., 2018 used improved HSV technique for 
predicting mature tomato [25], and Pereira et al., in 2018 predicts the papaya ripeness with digital imaging and random 
forest [26]. The vision system should support the motion system to move accurately at a proper speed. The robustness 
of target detection relates to the robustness of the robot system. Hence, it is essential to implement artificial intelligence 
to give the robot ability to think about which one to pick [17]-[26].  

Artificial intelligence has numerous forms, including fuzzy logic controllers, neural networks, and genetic 
algorithms. There are infinite variations and developments for each AI and each Al that can be merged to enable 
improved efficacy, such as ANFIS. However, in agriculture robots, roboticists should consider a robot that is not only 
functional but also easily reproducible, and even better, one that is cost-effective because the major consumer would 
be farmers who are unfamiliar with electronic technology. The neural network (NN) allows a robot to digest information 
to choose the optimal alternative based on pattern recognition, as proposed by Nasiri et al. in 2019. Therefore, NN is 
very suitable for image processing for only detecting targeted fruit [27][28][29][30] or up to harvesting the fruit with the 
right ripeness [31]. 
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This paper describes the design and implementation of a harvesting robot. The backpropagation neural network 
is presented as an image processing tool due to its capacity to discern patterns, allowing the robot to select the 
appropriate fruit. The tomato is the fruit studied in this study. Tomato ripeness colors range from yellowish to dark red, 
and this condition is especially crucial given the short harvesting season. Tomatoes can rapidly change color from green 
to yellowish, orange, red, and dark red. The image processing technique used in this study established the red color to 
represent ripe tomatoes. The effectiveness of the proposed method is examined by utilizing the experimental test bed 
and harvesting red-ripened tomatoes while leaving the yellowish ones out. The image processing conducted in this 
study is to recognize tomatoes and leave other objects such as leaves as the background. The kinematics and dynamics 
of 5 DOF arm robot manipulator considered in this study are not included since this study emphasized more on how the 
robot detect the object with NN. 

 
2. Research Method 

This paper proposes a backpropagation Neural Network to detect ripe tomatoes. Figure 1 and Figure 2 depict 
the proposed method. The harvesting robot investigated in this work is a DOF arm robot manipulator equipped with a 
camera and proximity sensor positioned at the end effector depicted in Figure 1. A scissor is used as the end effector 
to cut the tomato stem. The design began by dividing the robot into three components, as shown in Figure 2, inputs, 
processes, and output. Sensor input consists of a camera as the eye and a proximity sensor to guarantee the robot 
understands the distance between the gripper and the tomato. The raw image acquired by the camera is processed by 
Neural Network coded in the Raspberry Pi. Image detection is provided to the microcontroller, which processes the 
input and moves the robot's end effector toward the recognized tomato. The outputs are the robot motions, which are 
controlled by servo motors mounted on the joints and end-effectors. The robot design was kept as simple as possible 
to ensure the farmer could reproduce.  

 

  
(a) (b) 

Figure 1. Mechanical design of the 5 DOF harvesting robot 
 

 
Figure 2. Block diagram design of tomatoes harvesting robot considered in this study 

 
The main objective of this research is to determine methods to ensure that the robot detects the designated 

target. Figure 3 depicts the picture processing phases; all of these procedures are carried out by a Neural Network 
(NN). The supervised training algorithm of the input, hidden, and output layers is the backpropagation NN depicted in 
Figure 3, Figure 4, Figure 5, and Figure 6, where the error is transported back to the hidden layer and how weights 
change synapses leading to the layer.  
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Figure 3 depicts the preprocessing stage, which includes the removal of background and noise, feature 
extraction, and selection. This stage is carried out before the data is fed into the NN. The result of the preprocessing 
stage is the position of the tomato that needs to be processed further to determine ripeness. Tomato ripeness is 
determined by its color, which might be red, yellowish, or red-yellow-orange. The first step in preprocessing is to take 
the raw image from the camera, transform it to grayscale, then flatten it to create a binary image. The image is then 
converted to HSV before being color segmented depending on portions of red, green, and orange as the primary colors 
of tomatoes. 

 

 
Figure 3. Preprocessing stage input to NN 

 
Since the neural network approach is used to determine which fruits to pick, the procedure carried out by this 

neural network significantly impacts the robot arm's movement when gathering fruit. In the neural network approach, 
the input layer is the picture value received by the camera sensor (HSV value), followed by hidden layer 1, where the 
first training process occurs, and the color sorting is gathered from the input layer. The hidden layer 2 is where the 
second training process is carried out to identify the color values that fulfill the requirements to be output. The output 
layer is the outcome of the training process to determine whether the tomatoes are reddish, reddish-orange, or 
yellowish.   

The output of this neural network will then be processed by Arduino to operate the servo motor, allowing the 
robotic arm to move toward the target fruit depending on the coordinates determined by the camera. There are three 
methods for determining tomato color in order to evaluate ripeness: 
 
2.1 Yellow Tomato 

To assess tomatoes' yellowness, the camera sensor's picture values provide a total of 540 HSV color model 
values as input data set to the neural network. The hidden layer utilized for training outcomes comprises 9 neurons with 
a learning rate of 0.2 and momentum of 0.7. 
 

https://doi.org/10.22219/kinetik.v8i3.1723


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2023 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY NC SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

 

 

 

                    

 

626 

 
Figure 4. NN architecture design for yellowish tomatoes  

 
The neural network approach used to identify yellowish tomatoes is shown in Figure 6. Layer 3 (the results of 

determining the output color) shows that for yellowish tomatoes, the weight in the first neuron is 0.88; for reddish-orange 
tomatoes, 0.014; and reddish tomatoes, 0.103. Yellowish tomatoes have a more significant weight value than reddish 
and reddish orange tomatoes because yellow has a much more comprehensive range than orange and red.  
 
2.2 Red Tomato 

To determine the reddish hue of tomatoes, the picture values from the camera sensor provide a total of 540 HSV 
color model values as input data set to the neural network. The hidden layer used for training outcomes is made up of 
9 neurons with a learning rate of 0.2 and momentum of 0.3. 

The neural network approach for identifying the reddish color of tomatoes is shown in Figure 4. The picture 
depicts 9 hidden layer neurons in layer 2, each with its own number. This picture depicts the weight value of each color 
value as it appears in layer 3 (the result of picking the output color). The second neuron weighs 0.74 in reddish tomatoes, 
0.18 in yellowish tomatoes, and 0.52 in reddish-orange tomatoes. Because the color ranges for each tomato are close 
together, the weight values for reddish tomatoes and reddish orange tomatoes are not too far away. 
 

 
Figure 5. NN architecture for red tomato 
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2.3 Orange Reddish Tomato 
To determine the reddish hue of tomatoes, the picture values from the camera sensor provide a total of 540 HSV 

color model values as input data set to the neural network. The hidden layer used for training outcomes is made up of 
9 neurons with a learning rate of 0.2 and momentum of 0.3. 

Figure 5 depicts the neural network procedure for identifying reddish-orange tomatoes. Layer 3 (the outcome of 
determining the output color) shows that the weight in the third neuron for reddish-orange tomatoes is 0.801, while it is 
0.411 for yellowish tomatoes and 0.434 for reddish tomatoes. The weight value for reddish-orange tomatoes is twice 
that of reddish and yellowish tomatoes. This is due to the fact that orange is the midpoint of the three hues. 
 

 
Figure 6. NN architecture for reddish tomato 

 
3. Results and Discussion 

This study proposed designing and controlling an arm robot to harvest tomatoes using Neural Network (NN)-
based image processing to determine tomato location. Based on backpropagation NN, three layers are designed: input, 
hidden, and output. The robot is programmed to select the largest tomato first, followed by the second largest, and 
ultimately the smallest. Figures 7 and 8 demonstrate target detection results; the upper figures are camera images, and 
the lower figures are image processing results. The image processing output reveals how the robot perceives the 
tomatoes.  

The images obtained by human eyes and cameras differ slightly. Figure 7 depicts the detection of one tomato on 
the plant, two tomatoes, and three tomatoes, as well as the outcome of the image processing process. Figure 7a shows 
one tomato, and the robot detects it; Figure 7b shows two tomatoes, and the robot detects the largest of those two 
tomatoes; and Figure 7c shows three tomatoes on the plant, and the robot detects the largest of those three tomatoes. 
The yellowish tomatoes in Figure 7 are the same color as those in Figure 4, and this detection is based on the NN 
design in Figure 4.  

The disadvantage of image processing-based detection is that it is heavily influenced by lighting. The size of 
tomatoes can be considerably influenced by how they are photographed. Figure 8 depicts three tomatoes in a plant of 
varying hues, indicating ripeness. In Figures 8a and 8b, the robot correctly detects the largest tomato; however, in 
Figure 8c, the robot sees the largest tomato in the middle. The yellow tomato appeared smaller to the human eye than 
the two red tomatoes; yet, as seen in the target detection result, the yellow tomato is the largest detected tomato. Due 
to lighting or illumination, the other two red tomatoes appear small. 

The robot is then assigned to harvest tomatoes. The video capture results are presented in Figure 9, where the 
robot chooses the largest tomato that appears to be the nearest one first. The experiment was carried out on 20 
tomatoes. The successful hit rate is displayed in Table 1, indicating the robot can harvest the tomatoes and when the 
robot fails to harvest. Based on the position of the tomatoes in the image plane (left, center, and right), robot success 
is 80% for tomatoes on the left, 85% for tomatoes in the middle, and 85% for tomatoes on the right. 
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Figure 7. Detection of three same color tomatoes 

 

 
Figure 8. Detection of 3 colors tomatoes with varying hues 

 

 
Figure 9. Video captures during tomatoes picking 

 
Based on testing the proposed method on the experimental testbed depicted in Figure 9, the harvesting time is 

as follows: 
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• When the fruit on the left is detected, the average time for the robot arm to discover reddish tomatoes before picking 
them is 7.7 seconds. In comparison, the time for the robot arm to detect reddish orange tomatoes before picking 
them is 8.84 seconds. 

• When the fruit is in the middle, the average time it takes the robot arm to identify reddish tomatoes until they are 
picked is 6.204 s, whereas the time it takes the robot arm to detect reddish orange tomatoes until they are picked is 
5.04 s. 

• When the fruit is on the right, the robot arm's average time to identify reddish tomatoes before picking them is 6.168 
s. In comparison, the robot arm's time to detect reddish orange tomatoes before picking them is 8.854 s. 

• The average time for the robot arm to detect reddish orange tomatoes, pick them up, and return to their initial position 
while the fruit is on the left is 12.95 seconds. In comparison, it takes 12.95 seconds for the robot arm to detect 
reddish orange tomatoes and pick them. 

• The robot arm's average time to detect reddish orange tomatoes and pick them up until they return to their initial 
location while the fruit is in the middle position is 10.476 seconds. In comparison, the robot arm detects reddish 
orange tomatoes and picks them up in 11.33 seconds. 

• When the fruit is on the right, the average time for the robot arm to detect reddish-orange tomatoes, pick them, and 
return to their initial location is 15.186 seconds. In comparison, it takes 13.812 seconds for the robot arm to recognize 
reddish-orange tomatoes and pick them.  

 
Table 1. Experimental results of tomatoes harvesting robot 

Exp. No 
Tomatoes Location  

Left Middle Right 

1 √ √ √ 
2 √ × √ 

3 × √ √ 
4 √ √ √ 
5 √ √ √ 
6 √ × × 

7 × √ √ 
8 √ √ √ 
9 × √ √ 

10 √ √ √ 
11 √ × × 
12 √ √ √ 
13 √ √ √ 
14 √ √ × 
15 √ √ √ 
16 × √ √ 
17 √ √ √ 
18 √ √ √ 
19 √ √ √ 
20 √ √ √ 

Total Hit 
Rate 

16 17 17 

80% 85% 85% 

 
Table 2 shows the servo motor angle during harvesting; these angles during robot motion are affected by the 

position of the tomatoes. The cartesian coordinate (x,y) represents the position of the tomato on the image plane, as 
well as the left, middle, and right positions.  

 
Table 2. Servo motor angles during robot position 

Exp. No 
Tomato 
Position  

X 
(pixel) 

Y 
(pixel) 

Servo 
Base 

Joint 1 
Angles 

Joint 2 
Angles 

1 Left 17 45 1150 900 1000 
2 Middle 232 75 600 980 940 
3 Right 311 98 550 1050 850 
4 Left 37 52 1150 900 1000 
5 Middle 164 79 880 1020 920 
6 Right 290 92 600 1000 860 
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7 Left 42 56 1150 1040 1000 
8 Middle 166 75 900 900 930 
9 Right 265 110 550 980 850 

 
This research proposes an image-processing-based tomato harvesting robot. The image processing is divided 

into two stages: preprocessing and neural network. The experimental results suggest that the proposed strategy 
effectively operates the tomato harvesting robot.  

 
4. Conclusion 

The autonomous harvesting robot is one of modern agriculture's most important artificial intelligence (AI) robots 
for fruit and vegetable harvesting. A compelling vision system can significantly improve the harvesting robot's ambient 
sensing capabilities. This study's tomato harvester robot can recognize ripe tomatoes based on their hue. To guarantee 
that the right tomatoes are delivered to the right market, the ripeness of these tomatoes must be carefully picked. The 
tomato swiftly changes color, from ripe green to yellow and then red. A Neural Network-based image-processing method 
for picking ripe tomatoes is presented in this paper. The experiment was repeated 20 times, and the data showed that 
the possibility of the robot to pick the right tomatoes is 80%; hence, the proposed method was effective for controlling 
the tomato harvester robot. 
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