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Energy forecasting is an important application of machine learning in 
renewable energy because it is used for operational, management, and 
planning purposes. However, using the electricity load dataset during COVID-
19 is a research challenge in the forecasting model due to the limited dataset 
and non-stationarity. This paper proposes an extreme gradient boosting 
(XGBoost) forecasting model for a limited dataset. Forecasting models require 
large amounts of data to create high-accuracy models. We conduct research 
using the PT Biofarma office electricity usage dataset for eight months during 
the COVID-19 period. Because office activities were limited during the 
pandemic, the datasets obtained were few. Several methods are used for 
modeling limited datasets, namely XGBoost, multi-layer perceptron (MLP), 
autoregressive integrated moving average (ARIMA), and long short-term 
memory (LSTM). We have conducted several experiments using a limited 
dataset with these four methods. The test results with the t-test show that the 
electricity load data for work-from-office (WFO) and work-from-home (WFH) 
periods have a significant average difference. Then the test results with the 
augmented Dickey–Fuller (ADF) test show that our data is non-stationary. 
Compared to the benchmark method, the XGBoost method shows the best 
forecasting performance with mean absolute percentage error (MAPE), root 
mean squared error (RMSE), mean absolute error (MAE), and R2 of 0.48, 5.00, 
3.09, and 0.61 respectively. 

  
1. Introduction 

Indonesia sparked the development of a green economy where one of the steps is renewable energy for electricity 
production [1]. In this case, using machine learning for predictions in energy production becomes a vital component [2]. 
Energy forecasting is an important application of machine learning in renewable energy because it is used for 
operational, management, and planning purposes [3]. Several studies have explored energy forecasting for several 
different reasons. Shao et al. [4] researched predicting electricity usage for pricing applications. Robinson et al. [5] 
created a model to estimate expenses due to electricity use. Arvanitidis et al. [6] perform electricity load prediction for 
marketing decision-making. 

Several previous studies have used several different methods for electricity load forecasting. Askari et al. [7] 
mentioned that electricity load data is usually non-stationary, so it becomes challenging to forecast. This research used 
multi-layer perceptron (MLP) forecasting and achieved the best mean absolute percentage error (MAPE) of 1.38%. 
Nepal et al. [8] used electricity load monitoring in order to prevent excess electricity usage in the future. This method 
used an autoregressive-integrated moving average (ARIMA) for forecasting and achieved the best MAPE of 3.80%. 
Alden et al. [9] said that the need for electricity load forecasting grows along with the increasingly complex smart grid 
and the conditions of consumer housing. This study used long short-term memory (LSTM) forecasting and concluded 
that the best performance of LSTM is for predictions with an hourly horizon. 

Donnat et al. [10] said that the exponential property in the COVID-19 data made datasets taken during the 
pandemic difficult to predict. Pane et al. [11] also said that, in the economic sector, COVID-19 affects the ability of 
machine learning to predict the customer price index (CPI). Chandra et al. [12] also stated that the limited dataset during 
COVID-19 presented a challenge in forecasting models. Hence, using electricity load datasets during COVID-19 is a 
research challenge in forecasting models. 

Extreme gradient boosting (XGBoost) is a type of ensemble learning and can also be used for forecasting [13]. 
Zhao et al. [14] said that deep learning methods such as LSTM need to improve forecasting, which requires many data 
for training. They propose using XGBoost for short datasets with hourly timeframes. Li et al. [15] explained that methods 
such as ARIMA are weak when the data is non-stationary. This research used the XGBoost hybrid method and produced 
a MAPE of 0.57%. Xue et al. [16] said that the application of electricity load forecasting on electric vehicles could 
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anticipate the supply of electric fuel in the future. They claim to use the XGBoost hybrid method for the first time for 
forecasting electric refueling. There is a research opportunity to make XGBoost a forecasting method in the limited 
dataset collected during the pandemic. 

Our research aim is to forecast lighting electricity load in offices during COVID-19 with XGboost. Our first step is 
to collect the lighting electricity load dataset from PT Biofarma's office for eight months. Then we apply autocorrelation 
analysis to the dataset, including seasonal decomposition, the autocorrelation function (ACF) method, the partial 
autocorrelation function (PACF), and the augmented Dickey–Fuller (ADF) test. We then implement the XGBoost model, 
among others, by optimizing the test length and lag parameters. Finally, we benchmarked our proposed model with 
three state-of-the-art methods: MLP, ARIMA, and LSTM. 

To the best of our knowledge, there has never been a study that has applied XGBoost in electricity load 
forecasting during COVID-19. Here are our contributions: 
◦ A forecasting model using the XGBoost method, which has good performance on non-stationary data obtained 

during WFO 
◦ A novel limited dataset regarding electricity load forecasting from PT Biofarma 
◦ An electricity load forecasting model that has good performance on limited datasets 

We arrange the remainder of our paper with the following systematics: Chapter 2 contains the research design. 
Chapter 3 reports the results of our tests and discusses them concerning state-of-the-art papers. Chapter 4 is the 
conclusion of our research. 

 
2. Research Method 

We propose a methodology for doing research with our proposed method. Our first step is to collect the lighting 
electricity load dataset from PT Biofarma's office for eight months. Then we apply autocorrelation analysis to the dataset 
using seasonal decomposition, ACF, PACF, and ADF test methods. We then implement the XGBoost model, then 
optimize the model by the test length and lag parameters. Finally, we benchmarked our proposed model with three 
state-of-the-art methods: MLP, ARIMA, and LSTM. Figure 1 is a flow chart showing our proposed methodology. 

 

 
Figure 1. Our Proposed Research Methodology 

 
2.1 Office Lighting Electricity Load Dataset 

PT Biofarma is a state-owned enterprise (BUMN) whose core business is vaccine production [17]. PT Biofarma 
also produces and distributes COVID-19 vaccines such as Pfizer, Astra Zeneca, Moderna, and Sinovac. We measured 
the lighting system's power on the fifth floor of a building at PT Biofarma for eight months: from January 1, 2020, to 
August 31, 2020 [18]. On March 16, 2020, Indonesia started implementing work-from-home (WFH), resulting from the 
entrance of COVID-19 into the national territory [19]. 

We used Eastron SDM630-Modbus to measure the lighting system [20]. We mounted the tool on the power 
distribution box on the fifth floor [21]. The output of the measurement tool is an excel file (.xlsx) with attributes, namely 
date and running total of energy each day. The unit of energy is in kilo Watt hour (kWh). The sampling period of the 
data collected is one day for one data. Figure 2 shows the implementation and installation of our load data logger. 

 

   
(a) (b) (c) 

Figure 2. The Implementation of the Electricity Load Logger: (a) The Device (b) The Measurement Environment (c) 
The Device Installed and Running 
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At the end of the measurement, the data collected was 244 data. We get the daily energy (𝑒(𝑥)) from running 

total energy by the following Equation 1. 
 

𝑒(𝑥) =  
𝐸(𝑥) − ∑ 𝑒(𝑡)𝑑𝑡𝑥−1

𝑡 = 0

d𝑡
 (1) 

 

Where 𝑥 is the index data time series, 𝐸(𝑥) is the total running energy in the time series 𝑥, and d𝑡 is the smallest 

unit of time, in our case it is one day [22]. Figure 3 shows the measurement results for eight months. 
 

 
Figure 3. The Energy Data Gathered from the Load Logging Process 

 
Before the next stage, namely modeling, the dataset went through several stages of analysis, including seasonal 

decomposition, ACF, PACF, and ADF. Seasonal decomposition divides a signal into seasonal, trend, and residual [23]. 
In seasonal decomposition, a function Y_v is written with the following Equation 2. 
 

𝑌𝑣 = 𝑇𝑣 + 𝑆𝑣 + 𝑅𝑣 (2) 

 
where 𝑇𝑣 is a trend function, 𝑆𝑣 is a seasonal function, and 𝑅𝑣 is a residual function [24]. 

The first step in obtaining these three functions is to obtain 𝑇𝑣 using the locally estimated scatterplot smoothing 

(LOESS) algorithm [25]. At level 0, the LOESS function resembles the weighted moving average function. After the 

algorithm gets 𝑇𝑣, the next step is to get 𝐶𝑣 by 𝑌𝑣 − 𝑇𝑣. Then 𝐶𝑣 through the moving average again to get a smooth 

signal [26]. The result is 𝐿𝑣 which is the result of the low pass filter from 𝐶𝑣. The following equation is 𝑆𝑣  =  𝐶𝑣  −  𝐿𝑣. 

Lastly is the equation 𝑅𝑣  = 𝑌𝑣 − 𝑇𝑣 + 𝑆𝑣. 
ACF is the correlation of a signal with the signal itself with a certain lag, then removes other values at lower lags 

[27]. The ACF (𝑅) Equation 3 is presented. 

 

𝑅𝑋𝑋(𝑇1, 𝑇2) = 𝐸[𝑋𝑇1
�̅�𝑇2

] (3) 

 

Where 𝑋 is a signal, 𝑇1 is lag 0, 𝑇2 is the next lag, 𝑋𝑇1
 is the value of 𝑋 in 𝑇1, �̅�𝑇2

 is the value of the complex 

conjugation of 𝑋 in 𝑇2, and finally 𝐸 is the expected value function. 

Meanwhile, PACF is the partial correlation between a signal and itself at a certain lag, where the signal is 

stationary [28]. The formula for PACF (𝜙) is as follows Equation 4 and Equation 5. 

 

𝜙𝑋𝑋(𝑇1, 𝑇2) = 𝑐𝑜𝑟𝑟(𝑋𝑇1
, 𝑋𝑇2

), 𝑓𝑜𝑟 𝑇2  =  𝑇1 (4) 

  

𝜙𝑋𝑋(𝑇1, 𝑇2) = 𝑐𝑜𝑟𝑟(𝑋𝑇1
− �̂�𝑇1

, 𝑋𝑇2
− �̂�𝑇2

), 𝑓𝑜𝑟 𝑇2  ≠  𝑇1 (5) 

 
  

Where �̂� is the linear combination of all values between 𝑋𝑇1
 and 𝑋𝑇2

. 

ADF test is a test to measure the presence or absence of stationarity in a signal. The ADF test Equation 6 is 
presented. 
 

Δ𝑦𝑡  =  𝛼 +  𝛽𝑡 +  𝛾𝑦𝑡−1  +  𝛿1Δ𝑦𝑡−1+. . . + 𝛿𝑝−1Δ𝑦𝑡−𝑝+1 + 𝜀1 (6) 

 
Where Δ is the first difference operator, 𝑝 is the lag, 𝛿 is the coefficient minus one, 𝛼 is a constant, \beta is the 𝛽 

of the time trend, and 𝜀1 is the error. The null hypothesis is when 𝛾 =  0 while 𝛾 <  0 is for the alternate hypothesis. 
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2.2 XGBoost Forecasting 
Autoregression is a special regression in which the predicted output is based on the previous values in a 

stochastic function [29]. With these capabilities, autoregression is a useful method for forecasting [30]. The general 

formula for autoregression for the 𝑥𝑡 output is as follows Equation 7. 

 

𝑥𝑡  =  ∑ 𝜑𝑖𝑥𝑡−𝑖

𝑝

𝑖 = 1

 +  𝜀𝑡 (7) 

 
Where 𝑝 is the lag and 𝜑𝑝 is the model parameter. With this general formula, all machine learning methods that 

apply to regression are capable of forecasting, including XGBoost. 
XGBoost is a boosting-type learning ensemble that uses the Newton–Raphson equation as its gradient method 

[31]. Like gradient boosting, XGBoost performs learning iterations with a weak learner where in each iteration, the model 
tries to reduce errors in misclassified data with a gradient function [32]. The essence of the Newton–Raphson method 
is to find a slope with a certain formula that utilizes the tangent line at a random point on a curve and its intersection 
with the 𝑥-axis [33]. Suppose a tangent line at point 𝑥 =  𝑥𝑛 intersects the 𝑥-axis at point 𝑥𝑛+1, then getting that point 
from the slope Equation 8 is presented. 
 

𝑥𝑛+1  =  𝑥𝑛  −  
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 (8) 

    
Where 𝑓(𝑥𝑛) is the loss function, and 𝑓′(𝑥𝑛) is the slope formula. 

 

2.3 Benchmark Methods and Performance Metrics 
We benchmark our proposed method with three state-of-the-art methods, namely MLP [7], LSTM [8], and ARIMA 

[9]. MLP, or any feedforward artificial neural network (ANN), is a graph that resembles a sentient being's neuron network 
[34]. Each input and output from a node in one of the layers in the graph forwards information to the node in the next 
layer with a non-linear function [35]. The training process forms each of these non-linear functions iteratively through 
many epochs, where each epoch fixes the weight and bias of each equation based on its error value with a gradient 

function [36]. So, the output equation form of each node (𝑁𝑖) is as follows Equation 9. 

 

𝑁𝑖𝑗  =  ∑ 𝑤𝑖𝑗𝑘𝑥𝑘

𝑘∈𝐾

+ 𝛽𝑖𝑗 (9) 

 
Where 𝑖 is the index layer, 𝑗 is the index neuron, 𝐾 is the number of neurons in one layer, 𝑥𝑘  =  𝑁(𝑖−1)𝑗 is the 

output of the previous layer, 𝑤 is the weight assigned to each 𝑥, 𝛽 is the bias assigned to each neuron. The training 

process gets 𝑤 and 𝛽 [37]. 
LSTM is an extension of the recurrent neural network (RNN), where the RNN is a neural network with memory 

that can be used for sequential data [38]. The advantage of LSTM is its adjustment to long-term and short-term patterns, 
so there is no need to determine a precise lag to get optimum results [39]. However, deep learning methods such as 
LSTM need to improve forecasting, which requires many data for training [14]. The four gates in one LSTM node are 
the forget gate, input gate, output gate, and cell gate [40]. The formula for each gate is as follows Equation 10, Equation 
11, Equation 12, Equation 13, and Equation 14. 
 

𝑓𝑡  =  𝜎𝑔(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓) (10) 

  

𝑖𝑡  =  𝜎𝑔(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖) (11) 

  

𝑜𝑡  =  𝜎𝑔(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜) (12) 

  

�̃�𝑡  =  𝜎𝑐(𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐) (13) 

  

𝑐𝑡  =  𝑓𝑡  ⨀ 𝑐𝑡+𝑖𝑡  ⨀ �̃�𝑡 (14) 

Where 𝑓𝑡 is the forget gate, 𝑖𝑡 is the input gate, 𝑜𝑡 is the output gate, 𝑐𝑡 is the cell gate, 𝑥𝑡 is the input vector, and 

ℎ𝑡−1 is the hidden state of the previous time step. Then 𝑊, 𝑈, and 𝑏 are the weight and biases for each variable. Finally 

�̃�𝑡 is the input activation function, 𝜎𝑔 is the sigmoid activation function, and 𝜎𝑐 is the tangent activation function [41]. 
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ARIMA is a combination of autoregression (AR), integral (I), and moving average (MA) [42]. Autoregression in 
ARIMA predicts the future based on the previous series of values. The integral part transforms non-stationary data into 
stationary data. The moving average reduces errors whose form is a linear function. There are three important variables 
in ARIMA: p, d, and q. AR affects the value of p, which is the lag in ARIMA training. The I part affects the value of d, 
namely the degree of differencing. If the value d = 0, then the method is instead an ARMA method. Lastly, MA affects 
the value of q, which is the window value in the moving average. 

For test metrics, we use MAPE, RMSE, MAE, and R2 as presented in Equation 15, Equation 16, Equation 17, 
and Equation 18. 
 

𝑀𝐴𝑃𝐸 =  
1

𝑁
∑

|𝑥𝑡
′ − 𝑥𝑡|

𝑥𝑡
× 100%

𝑁

𝑡 = 0

 (15) 

  

𝑅𝑀𝑆𝐸 =  
1

𝑁
∑ √(𝑥𝑡

′ − 𝑥𝑡)2

𝑁

𝑡 = 0

 (16) 

  

𝑀𝐴𝐸 =  
1

𝑁
∑ |𝑥𝑡

′ − 𝑥𝑡|

𝑁

𝑡 = 0

 (17) 

  

𝑅2  =  1 −
∑ (𝑥𝑡

′ − 𝑥𝑡)2𝑁
𝑡 = 0

∑ (�̅�𝑡 − 𝑥𝑡)2𝑁
𝑡 = 0

 (18) 

 
Where 𝑥𝑡 is the actual output, 𝑥𝑡

′ is the predicted output, �̅�𝑡 is the average of the actual values, and 𝑁 is the 
amount of data in the test. Small MAPE, RMSE, and MAE values indicate good performance. Furthermore, the value 

of 𝑅2 has a range of 0 to 1. A value closer to 1 indicates good model performance. 

 
3. Results and Discussion 
3.1 Results 

The methodology of creating a forecasting model for electricity load, which contains the training process design, 
is by conducting aucorrelation analysis with four tests: seasonal decomposition, the t-test and ADF test, the ACF, and 
lastly the PACF. The latter tests are for determining the p, d, and q of ARIMA, respectively. Training is conducted after 
finalizing the hyperparameters for each model. Three metrics are determined in this process: the training size, the 
testing size, and the future dates size. We determine that each value are 196, 48, and 48, respectively. Lastly we 
evaluate and compare each model. 

The first stage in our test is autocorrelation analysis, where we conduct seasonal decomposition. Figure 4 shows 
the results. Within this measurement range, the government implemented WFH on March 16, 2020, due to COVID-19 
cases that entered Indonesia. In correlation to the mentioned date, the data has a value decrease in the trend curve 
compared to previous months. From July to August 2020, PT Biofarma changed the WFH rules because the company 
is obliged to produce the COVID-19 vaccine; they started to re-enforce work-from-office (WFO). 

In summary, there are two sub-datasets. The first sub-dataset is office conditions during WFO, consisting of 
January 2020 – February 2020 and June 2020 – August 2020. The second sub-dataset is office conditions during WFH, 
March 2020 – May 2020. 

We use the t-test to observe whether the decrease in energy load was significant between the months of WFH 
and not. The results of our t-test show that the t-statistic value is 2.70 and has a p-value <0.01. This result shows that 
the electricity load dataset during WFH and not WFH has a significant average difference. We perform ADF testing to 
determine whether our data is stationary or non-stationary. The results from the ADF show a t-distribution of -2.25 and 
a p-value of 0.19, which means that our electricity load data is non-stationary. Table 1 summarizes the results of the t-
test and ADF test. 
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Figure 4. The Seasonal Decomposition Results 

 
Table 1. Statistical Analysis on the ELECTRICITY LOAD DATASET 

No. Test Name Parameters Values 

1 T-Test 

T-Statistics 2.70 

P-Value < 0.01 

Conclusion 
H0 rejected 
H1 accepted 

Interpretation 
The WFH sub-dataset average is significantly 
different compared to the WFO sub-dataset 

average 

2 ADF Test 

T-Statistics -2.25 

P-Value 0.19 

Conclusion 
H0 accepted 
H1 rejected 

Interpretation The electricity load dataset is non-stationary 

 
To determine the lag values and hyperparameters of the ARIMA model, we perform ACF and PACF tests. Figure 

5 shows images of the two test results. Based on the results of the PACF test, the p-value for AR in ARIMA is 2. Based 
on the results of the ADF test, the value I for ARIMA is 1. Finally, based on the results of the ACF test, the MA value for 
ARIMA is 11. 

 

 
(a) 
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(b) 

Figure 5. The Autocorrelation Analysis of the Electricity Load Dataset (a) The ACF (b) The PACF 
 

Meanwhile, because autoregressive XGBoost does not use autocorrelation analysis, we use an empirical 
approach. Figure 6 shows the performance of the XGboost model based on the amount of lag used in the model. The 
test results show that a model produces the lowest RMSE of the XGBoost model with a lag = 7. The RMSE value is 
4.93. In addition, the XGBoost model at lag 7 has MAPE = 0.48 and R2 = 0.62. This performance is related to the ACF 
dataset graph. Our dataset gets the highest correlation when lag = 7. XGboost gets the worst RMSE when lag = 1. We 
adopt the XGBoost model with lag = 7. 
 

 
Figure 6. The Performance of the XGBoost Autoregressive Model Based on the Number of Lags 

 
We compare XGBoost with lag = 7 against MLP, LSTM, and ARIMA. Table 2 shows the parameters we used for 

each model. Parameters for XGBoost, LSTM, and MLP are empirical results. At the same time, the parameters for 
ARIMA are the results of autocorrelation analysis using ACF, PACF, and ADF. 

 
Table 2. Models and Parameters Explanation 

No. Model Parameters Values 

1 XGBoost Lags 7 

2 ARIMA 
p 2 
d 0 
q 11 

3 LSTM 

Lags 7 
Epochs 25 

Validation Split 0.2 
Shuffle True 

Early Stopping True 
Layer Size 16,16,16 

Dropout Layers 0,0,0 

4 MLP Lags 7 
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We first conduct a qualitative analysis to compare the four models. Figure 7.a shows a comparison of the 
forecasting results with the actual data. There are 244 data items in our dataset. We use 48 data for test data and the 
rest for training data. Visualization of the forecasting results on the train data shows that XGBoost has the most 
approximate curve with the test data. ARIMA is the second most approximate. Lastly, MLP is the least approximate 
curve. Figure 7.b shows the forecasting model using all the data. We arrange for each model to forecast for the next 48 
steps. Qualitatively, XGBoost and ARIMA are the two most approximate models. 

 

 
(a) 

 
(b) 

Figure 7. The Test Results of the Four Models: (a) The Comparison of Test Data with the Forecasting Result of the 
Four Models (b) The Forecasting Result of the Four Models 

 
3.2 Discussion 

We use the MAPE, RMSE, MAE, and R2 metrics to compare the four models. Table 3 shows the results of the 
comparison. The best result of each metrics is presented in bold text. XGboost excels in all four metrics compared to 
the other three models. XGBoost's MAPE, RMSE, MAE, and R2 values are 0.48, 5.00, 3.09, and 0.61. R2 values above 
0.50 have a moderate category [43]. Among the four models, only XGBoost has a moderate category. ARIMA's 
performance is categorized as weak. Then LSTM's performance is categorized as very weak. Lastly, the R2 value of 
the MLP model is negative. It shows that the predicted results are worse than the average of the actual values [44].  

 
Table 3. Model Performance Comparison and Evaluation 

Reference Model MAPE RMSE MAE R2 

[7] MLP 0.75 9.57 8.58 -0.43 

[8] LSTM 1.03 8.02 6.99 0.00 
[9] ARIMA 0.69 6.16 5.44 0.41 

Proposed Model XGBoost 0.48 5.00 3.09 0.61 
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ARIMA is a great method for forecasting [9]. However, the paper [15] mentions that ARIMA could be better at 
non-stationary data. In this study, we prove that the load forecasting data during WFH has a significant average 
difference from that during WFO. Then we also prove that our dataset is non-stationary. In our research, our proposed 
model, XGBoost, performs better on forecasting the dataset compared to ARIMA. Our research contribution is a 
forecasting model using the XGBoost method, which performs well on non-stationary data obtained during the WFO. 

Deep learning methods such as LSTM have shown their advantages in various cases of sequential data [9]. 
However, the paper [14] mentioned that deep learning methods require high volumes of data to perform well. We used 
a large secondary dataset from Huggingface Datasets for electricity load forecasting [45]. The dataset contains 
electricity load information with 1344 data items. LSTM proved to be a superior model compared to other methods on 
the dataset. We use the same hyperparameter in the PT Biofarma dataset, which is only 18.15% of the Huggingface 
dataset. The result is that LSTM's performance is outperformed by our XGBoost model. Our research contribution is 
two-fold. First, we produced a limited dataset regarding electricity load forecasting from PT Biofarma. Secondly, we 
contribute with an electricity load forecasting model with good performance on limited datasets. 

Several other studies have used seasonal ARIMA (SARIMA), where the model can add a seasonal component 
to its autoregressive model [46]. Future works may try SARIMA to increase performance on limited datasets mixed with 
COVID-19 datasets. 
 
4. Conclusion 

We make a system to measure the electrical energy spent on office lighting systems. Our test subject is the office 
of PT. Biofarma. The range of data collection covers the WFO season due to COVID-19. We propose an autoregressive 
XGBoost forecasting model that can be used for limited and non-stationary datasets. We use LSTM, ARIMA, and MLP 
as benchmarks. The test results with the t-test show that the electricity load data during WFO and WFH have a 
significant average difference. Then the test results with the ADF test show that our data is non-stationary. Compared 
to the benchmark method, the XGBoost method shows the best forecasting performance with MAPE, RMSE, MAE, and 
R2 values of 0.48, 5.00, 3.09, and 0.61, respectively. 
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