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The Arabic script is written from right to left and consists of 28 characters, with 
no capital or lowercase letters. The Arabic script has several orthographic and 
morphological properties that make handwriting recognition of the Arabic script 
challenging. In addition, one of the biggest challenges in recognizing Arabic 
script patterns is the different handwriting styles and characters of each 
person's writing. The authors propose a study to compare the accuracy of 
handwriting pattern recognition in Arabic script which has been done previously 
by comparing five CNN architectures, namely GoogleNet, AlexNet, VGG-16, 
LeNet-5, and ResNet-50. Considering that previous research has not obtained 
excellent accuracy. The number of datasets used is 8400 image data and the 
most optimal comparison of testing and training data is 80:20. Based on the 
research that has been done, there are several things that the author can 
conclude. The model is made using 64 filters for each convolution layer 
because the optimal size is used for 5 architectures, kernel size is 3x3, neurons 
is 128, dropout weight is 50% to reduce overfitting, learning rate is 0.001, 
image size is 64x64, the normalization method with the ReLU activation 
function, and 1-dimensional input image (grayscale), and with a comparison of 
testing and training data of 80:20. The VGG-16 architectural model is the 
architecture that gets the highest score, namely 83.99%. This can have good 
potential to be developed as a medium for learning Arabic script. 

 
1. Introduction 

Arabic and the Qur'an are a unity that cannot be separated from one another. Learning the Qur'an, Arabic is an 
absolute requirement that must be mastered. Arabic is one of the most widely used languages in the world; because 
many people use it, Arabic has become an international language and is recognized by the world. So, it is not excessive 
if learning Arabic needs to get emphasis and attention starting from the elementary level (Elementary School) to higher 
education institutions, both public, private, and general, where religion is taught and developed according to the abilities 
and development of students. However, it is not easy matter to be able to understand Arabic because it is not the 
language of native speakers that is commonly used [1]. 

Arabic script is a language that is contained in the holy book of Islam and Indonesia is a country with the most 
people who are Muslims. The Arabic script is written from right to left and consists of 28 characters, with no capital or 
lowercase letters. Dots play an essential role in Arabic characters. Certain characters' forms and dot counts are similar, 
such as. (ب, ت, ث), which can occur above or below characters with different pronunciations. Arabic characters consist 
of 28 main characters, and the forms of some characters are similar but can be different with the number and position 
of dots [2]. Therefore, learning Arabic letters can be done by recognizing Arabic handwriting patterns, one of which is 
by utilizing machine learning algorithms which will then be used in learning applications such as Android, IOS, or other 
learning media [3]. 

Artificial Neural Network (ANN) is a machine learning algorithm that can recognize the shape and pattern of 
handwriting [4]. ANN is widely applied to solve problems regarding pattern recognition, voice recognition, character 
recognition for document reading, signal recognition, determining nutritional patterns, image processing and other 
issues. This type of ANN model, which consists of many layers, is called a Multi-Layer Perceptron (MLP) which fully 
functions as a link between the neural networks [5]. The ability of this MLP can accurately classify data that has been 
previously studied, and the amount of data that is classified is not too large. When the input is an image, however, the 
classification method employing MLP has a flaw. Images to be classified must be pre-processed, segmented, and 
features from images must be extracted to obtain optimal performance. Another development of MLP that can overcome 
this problem is the Convolutional Neural Network (CNN) [6]. 

Convolutional Neural Network (CNN) is a deep learning technique that can find and identify objects in a variety 
of digital images datasets with different patterns and shape. CNN is widely used to solve several problems in image 
classification, object detection, object localization, and image segmentation. Deep learning is an implementation of the 
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basic concepts of machine learning that implements ANN algorithms with more layers. With the number of hidden layers 
between the input layer and the output layer, this network can be said to be a deep neural net. In the last few years, 
CNN has shown extraordinary performance. This is primarily due to more decisive computational factors, large datasets, 
and techniques to train deeper networks. CNN capability is claimed to be the best model for solving object detection 
and object recognition problems [7]. CNN is also used to recognize handwriting patterns, one of which is Arabic script 
handwriting. The Arabic script has several orthographic and morphological properties that make handwriting recognition 
of the Arabic script challenging. In addition, one of the biggest challenges in recognizing Arabic script patterns is the 
different handwriting styles and characters of each person's writing [8]. 

Based on the explanation above, previous studies that have been carried out by [9], using the basic CNN 
architecture and the same dataset, obtained accuracy, precision, and recall that were not very good, namely 78.10%, 
79.68%, 77.82% respectively. Therefore, this research will compare the basic CNN architectural development methods, 
namely GoogleNet, AlexNet, VGG-16, LeNet-5, and ResNet-50. These architectures get good results for studies on 
handwriting pattern recognition. The number of datasets used is 8400 image data and the most optimal comparison of 
testing and training data is 80:20 because the amount of data is vast and widely used in research [10]. From previous 
research, the five improvised CNN architectures should get better accuracy. 

 
2. Related Works 

Several previous studies have implemented CNN architectures such as VGG-16, ResNet-50, LeNet5, GoogleNet, 
and Alexnet to recognize patterns from an image. Research on Arabic handwriting was conducted by Al Jarrah, et al. 
[11] this study proposes the CNN model for Arabic Handwriting Character Recognition. The model has been trained on 
a large image dataset called AHCD (Arabic Handwriting Character Dataset) which contains approximately 16,800 Arabic 
handwritten characters in various styles and variations. The work results show excellent recognition performance on 
the test dataset compared to other models - where the proposed model achieves an accuracy of 97.2%. The model's 
performance has been enhanced by the addition of new data, which has raised accuracy by 97.7%. Nayef, et al. [12] 
suggested a leaky ReLU optimized to retain more negative vectors utilizing a CNN architecture with a batch 
normalization layer. The National Institute of Standards and Modification Technology (MNIST), the AHCD, self-collected 
data, and the AlexU Isolated Alphabet were the four data sets utilized to assess the suggested technique (AIA9K). The 
proposed method performs noticeably better in terms of accuracy, precision, and recall action when compared to state-
of-the-art techniques. The outcomes demonstrate notable advancements over the known leaked ReLUs: 90% for the 
HIJJA dataset, 99% for MNIST Digits, 99% for AHCD, and 95.4% for self-collected data. Between the training, validation, 
and testing phases, the proposed leak optimization, and the suggested CNN design ReLU performs consistently in 
terms of accuracy and error rate. This suggests that most of the samples received acceptable training and classification.  

A new dataset of Arabic letters named Hijja, created only by youngsters between the ages of 7 and 12, was 
presented in another study. 47,434 characters total, written by 591 participants, make up the data set. Additionally, they 
suggest a convolutional neural network-based approach for automatic handwriting detection. They used the AHCD data 
set and Hijja to train the model. The results demonstrate the model's promising performance, surpassing previous 
models in the literature, and obtaining accuracy of 97% and 88% on the AHCD data set and Hijja data set, respectively. 
[13]. A neural technique is suggested by Moumen, et al. [14] to address challenges with Arabic real-time scene text 
identification. There are two processes in the detection of Arabic handwriting. A version of VGG-16 called 
TextBlockDetector FCN is used in the first stage to eliminate non-textual elements, localize wide-scale text, and offer 
text-scale estimation. To achieve the best performance, the second phase determines a limited set of text scales. The 
VGG-16 approach was used to evaluate the system. A manually processed dataset of 575 photos is used for training 
and testing, and data augmentation is used to enhance the training process. 71% of the findings for recollection were 
obtained. 

The convolutional neural network structure proposed by Yanmei, et al. [15] greatly decreases the scaling of the 
network's training parameters. To strengthen the LeNet-5 network, it substitutes the global average pooling technique 
for the complete connection algorithm. While the number of subsampling layers is decreased to the ideal number, the 
number of convolution kernels is raised. The results demonstrate that the training parameters of the modified network 
are only 34.8% of the original, and the recognition accuracy may reach 99.3% after verification with the MINST 
handwritten Arabic numerals data set. Rasheed, et al. [16] use modified Convolution Neural Networks and transfer 
learning theory to offer a classification framework for the automatic recognition of handwritten Urdu letters and numerals 
with greater recognition accuracy. A trained AlexNet CNN model with an SVM classifier and a finely tuned AlexNet for 
feature extraction and classification are used to evaluate transfer learning performance. The author enhanced the data 
to prevent over-fitting and improved the AlexNet hyperparameters to get higher accuracy. The usefulness of the 
suggested research for handwritten letter and number recognition using tuned AlexNet is demonstrated by experimental 
results and quantitative comparisons. For Urdu characters, digits, and hybrid data sets, the proposed study based on 
AlexNet outperformed comparable advanced research, obtaining classification accuracy of 97.08%, 98.21%, and 
94.92%, respectively. The techniques described can be used for study on Urdu characters and in many different fields, 
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including handwritten text capture, postal address reading, bank check processing, and preserving and scanning old 
manuscripts. 

Almisreb, et al. [17] assess and validate the usage of deep transfer learning models. Hench, the best model for 
categorizing handwritten photographs written by native or non-native, author is determined using seven different deep 
learning transfer models, including AlexNet, GoogleNet, ResNet18, ResNet50, ResNet101, VGG16, and VGG19. A 
recently created deep learning model was evaluated and validated using two data sets made up of images of Arabic 
handwriting. Each model's output was then classified as being written by foreign (non-native) authors or native authors. 
Using the original and supplemental datasets, the training set and validation were carried out. The outcomes 
demonstrated that the GoogleNet deep learning model for both regular and augmented data sets had the highest 
accuracy. In classifying original handwriting, the best accuracy was attained at 93.2% using average data and 95.5% 
using augmented data. 

Ibrahim, et al. [18] suggest a brand-new textural characteristic for text-based authorship identification. Based on 
the orientation histogram for various text angles, to extract important characteristics, the feature histogram of the 
oriented gradient (HOG) is modified. Convolutional neural networks (CNN) and these features combined yield a fantastic 
vector of sophisticated features. Then, they use a genetic algorithm to decrease the components by picking the best 
candidates. The characteristics are normalized using the normalization procedure before being added to the neural 
network classifier. The experimental results demonstrate that as the amount of data rises, the proposed augmenter 
produces better results for the proposed model and the HOG and ResNet50 features. Thanks to the enormous amount 
of data, the system can learn a lot about the nature of writing patterns. The proposed model's real results were obtained 
using a variety of models, and they were then compared to CNN and ResNet50 for all paragraphs, lines, and subwords. 
Whole sections get the best results across all models since they contain abundant information and models can use a 
range of attributes for different words. For all paragraphs with augmentation, the accuracy rates for the HOG and CNN 
features are 94.2%, 83.2% for lines, and 78% for sub-words. This work gives a system that can identify writers based 
on their handwriting and creates a solid model that can allow author identification based on sentences, words, and sub-
words. 

From the research that has been discussed previously, it shows that several CNN architectures such as 
GoogleNet, AlexNet, VGG-16, LeNet-5, ResNet-50 provide different results in conducting classification. Research on 
the comparison of these architectures is essential to do to find out the most appropriate architecture to be implemented 
in the Arabic handwriting dataset that the author uses. 

 
3. Research Method 
3.1 Data training and data testing 

The data used for this study came from the handwriting of the Arabic script, which amounted to 8400 Arabic script 
letters, of which there were 28 Arabic letters, of which there were still 6720 letters for training data and 1680 for test 
data. The 6720-training data have details of each Arabic letter having 240 images. Meanwhile, for the test data, each 
Arabic letter has 60 images. 

 
3.2 Pre-processing 

Pre-processing is done to make images from existing datasets so that they are easier to process during the 
training process. In the first pre-processing, the existing image will be equalized in size first by resizing the image size. 
The sizes used in this study is 64 x 64. After resizing the image, the color dimension will be changed to a grayscale 
image. This color dimension change is intended so that the image has only 1 color dimension so that it can be continued 
when processing on the convolution layer. 

 
3.3 CNN Model 

Classification with the convolution neural network method is carried out by conducting training first according to 
the architecture of the CNN in Figure 1. The input for this model is in the form of training data images with size 64 x 64 
which have been grayscale. The input image will enter the feature learning stage first which consists of a convolution 
layer and a pooling layer. Furthermore, the stage that is carried out before introducing the Arabic script is the 
classification stage which consists of a fully connected layer with dropouts. In this study, we will try to use a research 
scenario, namely 80% of the dataset for training and 20% for testing. 
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Figure 1. CNN Architecture [19] 

 
a. Image acquisition 

The inputted image will be represented in a 2-dimensional image matrix so that the image can enter the feature 
learning stage. Figure 2 is an example of writing Arabic letters in black and white format where the pixel values are 
represented in matrix form. 

 

 
Figure 2. Example of Writing Arabic Letters (Matrix Format) 

 
b. Convolution process 

In the convolution layer, a convolution process is carried out which aims to filter the input matrix. Then so that all 
matrices can be convolved, and the size is fixed, zero padding is done. Convolution is carried out using matrices of 
size 3 x 3 and 5 x 5. The output from this convolution layer will be input to the pooling layer. 

The results of calculations on the convolution layer with negative values will be carried out with additional 
calculations to remove negative values in the image matrix. In this study the calculation approach that will be used 
is the ReLU activation function approach. The ReLU activation function will change matrix values with negative 
values to 0. The ReLU activation function has been widely used in previous studies using the convolution neural 
network method and got good performance. Figure 3 illustrates a convolution process example. 

 

 
Figure 3. Convolution Process [20] 

 
c. Max pooling 

In max pooling, the process is carried out to reduce the size of the image to make the feature map process faster. 
This study uses pooling with a 2x2 matrix with a stride of 2. So, pooling will shift by 2 indices and look for the most 
significant value from the pooling or can be referred to as max pooling 

 
d. Flatten 

The results of the convolution process and max pooling from the previous process will be flattened. Flatten is a 
process for converting a matrix into a vector. The faltten process is carried out to adjust the input format to match 
the input format on the neural network. The output from the faltten will then enter the fully connected layer for 
classification. 
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e. Fully Connected Layer with dropout 
This study will use three different numbers of hidden layers, namely one hidden layer, two hidden layers and 

three hidden layers to determine the effect of the number of hidden layers in the study. Each hidden layer has 64 
neurons. To reduce the possibility of overfitting, dropouts will be applied to the model (overfitting is a process where 
training performance is better than during testing). This study will apply a dropout with a weight of 20%, which means 
that it will randomly select neurons in each layer as much as 20% to be deactivated 

 
f. Parameters and architecture 

The parameters used for each architecture, especially the kernel size and stride, can be seen in Table 1. While 
for each method, the architecture can be seen in Figure 5, Figure 6, Figure 7, Figure 8, and Figure 4 

 
Table 1. Parameter of Each Architecture 

No Arsitektur Size and Feature Kernel Size Stride 

1 GoogleNet 112x112x64 3x3 2 
2 AlexNet 55x55x96 11x11 4 
3 VGG-16 112x112x64 3x3 2 
4 LeNet-5 28x28x6 5x5 1 
5 ResNet-50 112x112x64 7x7 2 

 

 
Figure 4. ResNet50 Architecture [21] 

 

 
Figure 5. GoogleNet Architecture [22] 

 

 
Figure 6. AlexNet Architecture [23] 
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Figure 7. VGG-16 Architecture [24] 

 

 
Figure 8. LeNet-5 Architecture [25] 

 
4. Result and Discussion 

In this study, a machine learning model is created using sources from previous research. The sampled Arabic 
script image dataset is from the age of 5 to 20 years and over; both those who have studied and those who have not 
studied Arabic script are written using a black marker so that the collected dataset is 8400 image data, the dataset used 
is a private dataset. The dataset can be seen in Figure 9. 

Comparative research was carried out with several trials to get the best value. The first step is to compare the 
number of datasets to perform architectural comparisons. Researchers take the dataset with as many as 8400 data 
images. Next, the architectural model was tested using the previously mentioned datasets. This test is carried out with 
various parameters with the following test sequence. 
1. Using each architectural method whose parameters have been modified 
2. Separation of training and testing data is done automatically (the library does separation) and manually (separation 

by the author) 
 
The best architectural model was obtained from the testing results with the previous research dataset totalling 

8400 to compare it to the five architectures and look for the best accuracy value. Tests were carried out for comparison 
of 5 architectures to find values for accuracy, precision, and recall using an image size of 64 x 64. The author modified 
the size of the convolution layer to be different from that in Table 1. Changes were made because when using parameter 
configurations as in Table 1 the authors experienced problems or errors during training. For example, when using the 
convolution layer size as shown in Table 1, there is no learning where the accuracy from epoch 1 to 50 obtains a 
stagnant accuracy of 3%. Because the type of image is uniform, so it does not require a variety of convolution layer 
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sizes. The comparison results of each architecture produce the best accuracy values with the VGG-16 architecture, 
namely 83%, 85% precision and 83% recall. The following (Table 2) are the results obtained from each architecture 

 

 
Figure 9. Arabic Handwriting Dataset 

 
Table 2. Comparison of Each Architecture Based on Accuracy, Precision, and Recall 

No Architecture Accuracy Precision Recall 

1 AlexNet 0.8107 0.8270 0.8024 
2 GoogleNet 0.7780 0.7858 0.7750 
3 LeNet-5 0.6435 0.8489 0.6381 
4 ResNet-50 0.7238 0.7432 0.7012 
5 VGG-16 0.8399 0.8551 0.8327 

 
Figure 10 shows a graphical display of the results of the VGG-16 architectural model which received the highest 

score of the 5 architectures with an accuracy of 83%, a precision of 85% and a recall of 83% at the 50th epoch. The 
learning carried out by VGG-16 is relatively fast in obtaining optimal accuracy, namely in the 22nd epoch. This fast 
learning is due to the compact VGG-16 architecture because it only has two main parts, namely feedforward and 
backpropagation. The VGG-16 architecture uses 3x3 filters uniformly which makes VGG-16 produce the best accuracy. 
The filter size can overcome the problem of datasets that have varying sizes. 

In Error! Reference source not found. is a graphic display of the results of the LeNet-5 architectural model 
which obtains values with an accuracy of 64%, a precision of 64% and a recall of 63% at the 50th epoch. LeNet-5 
obtains accuracy that is not as good as AlexNet and GoogleNet because LeNet-5 has a sensitive weakness for datasets 
that vary in terms of differences in image size. In this study, the original size of the image varies from 113x113 to 
1200x1200. 

In Error! Reference source not found. is a graphical display of the results of the AlexNet architectural model 
which gets the 2nd highest score with an accuracy of 81%, a precision of 82% and a recall of 80% in the 50th epoch. 
The AlexNet architecture is relatively slow in obtaining the highest accuracy in the 40th epoch. The slowness of this 
architecture in obtaining the highest accuracy is due to the parameters used in AlexNet, as many as 61 million (details 
can be seen in Table 1 and Figure 6). Following the characteristics of AlexNet, which will be optimal when classifying 
objects in very many classes. 

In Error! Reference source not found. is a graphical display of the results of the GoogleNet architectural model 
which obtains values with an accuracy of 77%, a precision of 78% and a recall of 77% in the 50th epoch. GoogleNet is 
an architectural development of AlexNet so that the accuracy obtained is not too different from AlexNet. However, the 
fundamental difference between the two architectures is that GoogleNet has many convolution layers. If AlexNet stops 
at five layers and becomes one with fully connected, then GoogleNet goes through the inception phase first. 

Figure 14 shows a graphical display of the results of the ResNet-50 architectural model which received the highest 
score of the 5 architectures with an accuracy of 72%, a precision of 74% and a recall of 70% at the 50th epoch. ResNet-
50 consists of 5 stages of the convolution process which is then continued by average pooling and ends with a fully 
connected layer as a prediction layer. One stage of the convolution process consists of convolution, normalization, 
activation, and max pooling. This large number of processes requires many epochs to achieve optimal accuracy. 

To see the extent to which the contribution of the research results that have been carried out is complete. We 
compared the results of this study with other studies on Arabic handwriting recognition, with different datasets and 
methods. The table comparison can be seen in Table 3. From Table 3, we can see that even though the number of 
datasets used is small and the variation is high. but the VGG 16, LeNet-5, AlexNet, GoogleNet, ResNet50 algorithms 
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are able to provide quite good results. Threfore from the personal dataset that we use, additional data and augmentation 
will be carried out so that the use of this method can be optimal. 

Table 3. Result Comparison with Another Research 

Researcher’s name Year 
Dataset 

(amount) 
Algorithm 

Results 
(accuracy) 

Al Jarrah, et al 2021  AHCD (16800) CNN Base 97.2%  
Nayef, et al. 2022 HIJJA, MNIST, 

AHCD 
CNN Base with 

modification 
90%, 99%, 

95.4% 
Altwaijry, et al 2023 AHCD, HIJJA 

(47434) 
CNN Base with 

modification 
97%, 88% 

Yanmei, et al 2020 Private dataset LeNet-5 99.3% 
Rasheed, et al 2022 Urdu AlexNet 98.2% 
Almisreb, et al. 2022 Private dataset GoogleNet 95.5% 
Ibrahim, et al. 2021 Private dataset HOG and CNN 94.2% 
Gibran, et al. 2023 Private dataset 

(8400) 
VGG 16, LeNet-5, 

AlexNet, GoogleNet, 
ResNet50 

83%, 65%, 
81%, 77%, 

72% 

 

 
Figure 10. Graph of Accuracy, Precision, and Recall of VGG-16 

 

 
Figure 11. Graph of Accuracy, Precision, and Recall of LeNet-5 
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Figure 12. Graph of Accuracy, Precision, and Recall of ALexNet 
 

 
Figure 13. Graph of Accuracy, Precision, and Recall of GoogleNet 

 

 
Figure 14. Graph of Accuracy, Precision, and Recall of ResNet50 

 
5. Conclusion 

On the basis of the completed research, there are several things that the author can conclude. The model is 
made using 64 filters for each convolution layer because the optimal size is used for 5 architectures, kernel size is 3x3, 
neurons is 128, dropout weight is 50% to reduce overfitting, learning rate is 0.001, image size is 64x64, the normalization 
method with the ReLU activation function, and 1-dimensional input image (grayscale), and with a comparison of testing 
and training data of 80:20. The VGG-16 architectural model is the architecture that gets the highest score, namely 
83.99%. This can have good potential to be developed as a medium for learning Arabic script 
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