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The deficiency of oxygen in the brain will cause the cells to die, and the body 
parts controlled by the brain cells will become dysfunctional. Damage or 
rupture of blood vessels in the brain is better known as a stroke. Many factors 
affect stroke. These factors certainly need to be observed and alerted to 
prevent the high number of stroke sufferers. Therefore, this study aims to 
analyze the variables that influence stroke in medical records using statistical 
analysis (correlation) and stroke prediction using the XAI algorithm. Factors 
analyzed included gender, age, hypertension, heart disease, marital status, 
residence type, occupation, glucose level, BMI, and smoking. Based on the 
study results, we found that women have a higher risk of stroke than men, and 
even people who do not have hypertension and heart disease (hypertension 
and heart disease are not detected early) still have a high risk of stroke. Married 
people also have a higher risk of stroke than unmarried people. In addition, 
bad habits such as smoking, working with very intense thoughts and activities, 
and the type of living environment that is not conducive can also trigger a 
stroke. Increasing age, BMI, and glucose levels certainly affect a person's 
stroke risk. We have also succeeded in predicting stroke using the EMR data 
with high accuracy, sensitivity, and precision. Based on the performance 
matrix, PNN has the highest accuracy, sensitivity, and F-measure levels of 
95%, 100%, and 97% compared to other algorithms, such as RF, NB, SVM, 
and KNN. 

 
1. Introduction 

In recent decades, stroke has become the second leading cause of death and the third disability worldwide. Every 
year, about 17.7 million new cases of stroke and about 6.7 million deaths occur due to stroke [1]. According to the World 
Health Organization (WHO), stroke is a condition or clinical sign of focal and global neurologic deficits that can be 
burdensome and last a long time [2]. Blockage or damage to blood vessels in the brain is the cause of stroke. It can 
result in part of the brain not getting a blood supply and can lead to death without any other apparent cause other than 
vascular. In addition, stroke is also a contributing factor to dementia and depression. 

As part of the cardiocerebrovascular disease (classified as a catastrophic disease), stroke has a broad economic 
and social impact. This disease can cause permanent disability, so it will automatically affect the productivity of the 
sufferer and increase the burden of health financing. According to data from BPJS (Social Security Administering 
Agency in Indonesia) Health, there was an increase in total financing for catastrophic disease services in the JKN 
(National Health Insurance in Indonesia) in 2016-2018 by 4 trillion rupiahs. Stroke cost health care costs 2.56 trillion 
rupiahs in 2018, making it one of Indonesia's diseases with the highest medical costs [3]. Therefore, stroke management 
requires serious attention because it significantly impacts the country's socio-economic development. 

The adverse effects of stroke can be minimized if the stroke is recognized more quickly and get immediate help. 
However, many obstacles are faced in treating stroke symptoms quickly and accurately. One of the factors constraining 
stroke management in Indonesia is the not yet optimal screening process or early detection of stroke. It can be seen 
from the increasing prevalence of risk factors and the low achievement of health screening for productive age. The 
delay in handling cases is because people do not recognize the early signs of a stroke. In addition, not all health services 
have a complete and integrated diagnostic system or stroke management team. 

The use of AI (Artificial Intelligence) to build an accurate disease diagnostic system (especially stroke) has 
become the most feasible and efficient option. Many disease screening systems have utilized AI in the decision-making 
process for their predictions. Choi et al. [4] performed stroke prediction and classification using the Convolutional Neural 
Network - Bidirectional LSTM method. Obtained an accuracy rate of 94% with 6% False Positive Result and 5.7% False 
Negative Result for the process of prediction and classification of stroke data. Fang et al. [5] also used the Deep 
Learning method to predict ischemic stroke. Deep learning includes Residual networks, Convolutional Neural networks, 
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and Long-Short Term Memory. The results obtained stroke prediction accuracy rates of 82% (for Residual Network), 
83% (for CNN), and 82% (for LSTM). In addition, in a study, Kaur et al. [6] also used Deep Learning to predict the signs 
of stroke occurrence. Accuracy levels of 95.6% were obtained (when using the Gate Recurrent Unit algorithm), 91% 
(when using the Bidirectional LSTM), 87% (when using the Bidirectional LSTM), and 83% (when using the FFNN 
algorithm) in the early prediction of stroke symptoms. 

It cannot be denied that the Deep Learning used in previous studies has a high level of accuracy. However, this 
high level of accuracy is not accompanied by the transparency of data processing in Deep Learning [7]. Data processing 
that occurs in deep learning tends to be difficult for users to understand because of the complex architecture of its 
constituents [8]. In other words, the decision-making process in deep learning tends to be hidden in a black box that is 
difficult to solve [9]. Moreover, in the process of predicting diseases such as stroke, it will be very risky if the decision-
making process in a method/algorithm tends to be hidden in a black box. Therefore, the use of Explainable AI is 
expected to overcome some of the weaknesses of Deep learning, such as the transparency of the data processing 
process or decision making [10]. 

Explainable AI (XAI) utilizes mathematical or statistical calculations simpler than Deep learning, such as 
regressions, probability values, the distance of the nearest neighbours, voting on tree distribution results, and others 
[11]. Simple mathematical or statistical calculations can undoubtedly make it easier for users to understand how existing 
methods work and if there are errors in the process, it will be easier to make improvements or evaluations [12]. Some 
examples of methods belonging to XAI include Probabilistic Neural Network, Naive Bayes, K-Nearest Neighbor, 
Random Forest, and Support Vector Machine. The above method is based on mathematical calculations much simpler 
than deep learning methods such as R-CNN, Bi-LSTM, Resnet, Etc. 

Based on some of the considerations above related to AI-based stroke prediction, this study utilizes several 
methods belonging to XAI for the early prediction process of stroke using EMR data. Researchers also tried to analyze 
the factors that influence stroke using statistical analysis or correlation values between parameters in the Electronic 
Medical Record. EMR data for the prediction and analysis process is crucial because it contains much patient personal 
information and medical history that can be used as a reference to determine what factors influence the onset of a 
stroke. In addition, EMR data in hospitals is still rare to analyze in more detail because of the large number and requires 
a very long time when analyzed manually. Therefore, we hypothesize that using XAI to process EMR data for stroke 
prediction is one of the right steps. The use of XAI in this study is also expected to provide precise and accurate 
predictive results for people at risk of stroke. 
 

2. Research Method 
This section will explain the research that has been carried out step by step. The stages include EMR data 

collection, data exploration, data pre-processing, statistical analysis, stroke prediction using XAI, and analysis of results. 
Each of these stages will also be explained in each subsequent sub-section. 
 
2.1 EMR Data Collection 

This study used Hospital Electronic Medical Record (EMR) data from 3412 patients, including 201 stroke patients 
and 3211 non-stroke patients. EMR data for each patient (both stroke and non-stroke) includes gender, age, history of 
hypertension, heart disease, marital status, type of occupation, area of residence, glucose level, BMI, and smoking 
history. Table 1 is a breakdown of the EMR data used in this study. 

 
Table 1. Electronic Medical Record of Stroke and Non-Stroke Patients 

No. Gender Age Hypertension 
Heart 

Disease 
Married 

Work 
Type 

Residence 
Type 

Glucose 
Level 

BMI 
Smoking 
Status 

Condition 

1 Male 79 No No Yes Private Rural 72,73 28,40 No Stroke 

2 Female 63 No No Yes Govt Rural 205,35 42,20 Yes Stroke 

3 Female 81 No No No Govt Urban 70,30 25,80 Yes Stroke 

4 Male 49 No No No Private Rural 104,86 31,90 Yes Stroke 

5 Female 81 No No Yes Private Rural 184,40 27,50 No Stroke 

… … … … … … … … … … … … 

3408 Male 67 No No Yes Private Urban 190,70 36,00 Yes 
Non-

Stroke 

3409 Female 45 No No Yes Govt Urban 113,63 27,50 Yes 
Non-

Stroke 

3410 Female 66 No No Yes Private Rural 141,24 28,50 No 
Non-

Stroke 

3411 Male 58 Yes No Yes Govt Rural 56,96 26,80 Yes 
Non-

Stroke 

3412 Male 69 No No Yes Private Rural 203,04 33,60 No 
Non-

Stroke 
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2.2 Data Exploration 
Stroke is a disease that arises because of damage to brain blood vessels, so the blood supply that carries oxygen 

to the brain is disrupted [13]. Depriving the brain of oxygen will cause its cells to die, and the body parts controlled by 
these brain cells will become dysfunctional [14]. Factors that cause stroke can be divided into two types: modifiable 
factors (gender, age, heart disease, genetics, Etc) and non-modifiable factors (hypertension, smoking, glucose, BMI, 
physical activity, Etc) [15]. Figure 1 presents the distribution of stroke and non-stroke patient data based on gender, 
hypertension, heart disease, marital status, smoking, work type, and residence type. 
 

 

Figure 1. Distribution of Stroke and Non-Stroke Patient Data Based on Gender, Hypertension, Heart Disease, Marital 
Status, Smoking, Work Type, and Residence Type 

 

If seen at a glance from the distribution of EMR data, the number of female stroke patients (115) was higher than 
that of male stroke patients (86). So, it can be assumed that women have a higher risk of stroke than men. However, if 
we look at the number of stroke patients who have a history of hypertension (62) and heart disease (39) with those 
without hypertension (139) and heart disease (162), it is seen that people who do not appear to have hypertension and 
heart disease are not necessarily free from the threat of stroke. It may be because hypertension and heart disease has 
not been detected before, and a stroke occurs suddenly in someone without realising it. So, it can be assumed that 
people who do not have hypertension and heart disease (hypertension and heart disease have not been detected early) 
still have a high risk of stroke. 

Furthermore, married people also have a higher risk of stroke than unmarried people. It can be seen from the 
EMR data that there are 180 married stroke patients and 21 unmarried stroke patients. Marriages expected to make a 
person happier are sometimes also interspersed with conflicts between individuals or couples. Then, a person's feelings 
of stress will begin to appear and cause a stroke. Smoking also increases a person's risk of stroke (112 stroke patients 
are smokers, and 89 are nonsmokers). In addition, people who work harder also have a higher risk of stroke than people 
who work moderately or casually. Private workers sometimes work harder than government employees. Based on EMR 
data, 176 stroke patients were private workers, and 25 stroke patients were government employees. The type of 
residence also affects the distribution of stroke patients. A total of 106 stroke patients live in urban areas, and 95 stroke 
patients live in rural areas. It is probably due to the pattern or lifestyle of urban communities that are not healthy. Figure 
2 presents the distribution of stroke and non-stroke patient data based on age, BMI, and glucose level. 
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Figure 2. Distribution of Stroke and Non-Stroke Patient Data Based on Age, BMI, and Glucose Level 
 

If seen at a glance from the distribution of EMR data, the older a person ages, the higher the BMI value will 
increase a person's risk of having a stroke. At the age above 56 years, stroke patients were the highest (168 patients). 
Likewise, when the BMI value is higher, the number of stroke patients will also increase. Nevertheless, people with low 
glucose levels are still at high risk of stroke related to blood glucose levels. 

 
2.3 Data Pre-Processing 

At the pre-data processing stage, the EMR data of stroke and non-stroke patients was converted into quantitative 
form (from the previous qualitative form). There is no need for age, BMI, and glucose level data to be converted to 
numeric values because they were already in numeric form. Meanwhile, the data converted to numeric were data on 
gender ("1" for male and "0" for female), hypertension ("1" for "yes" statement and "0" for "no" statement), heart disease 
( "1" for "yes" statements and "0" for "no" statements), marital status ("1" for "yes" statements and "0" for "no" 
statements), smoking ("1" for "yes" statements " and "0" for the "no" statement), the work type ("1" for the "private" work 
type and "0" for the "government" work type), and the type of residence ("1" for the "urban" and "0" for "rural" 
statements). In addition, for "stroke" conditions it is labeled "1" and for non-stroke conditions it is labeled "0". Table 2 
below shows the results of converting EMR data to numeric form. 
 

Table 2. Electronic Medical Record of Stroke and Non-Stroke Patients in Numeric Form 

No. Gender Age Hypertension 
Heart 

Disease 
Marital 
Status 

Work 
Type 

Residence 
Type 

Glucose 
Level 

BMI 
Smoking 
Status 

Condition 

1 1 79 0 0 1 1 0 72,73 28,40 0 1 

2 0 63 0 0 1 0 0 205,35 42,20 1 1 

3 0 81 0 0 0 0 1 70,30 25,80 1 1 

4 1 49 0 0 0 1 0 104,86 31,90 1 1 

5 0 81 0 0 1 1 0 184,40 27,50 0 1 

… … … … … … … … … … … … 

… … … … … … … … … … … … 

3408 1 67 0 0 1 1 1 190,70 36,00 1 0 

3409 0 45 0 0 1 0 1 113,63 27,50 1 0 

3410 0 66 0 0 1 1 0 141,24 28,50 0 0 

3411 1 58 1 0 1 0 0 56,96 26,80 1 0 

3412 1 69 0 0 1 1 0 203,04 33,60 0 0 
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2.4 Statistical Analysis 
At this stage, statistical analysis is carried out to determine the factors influencing stroke. By calculating the mean, 

median, and standard deviation of several parameters (such as age, BMI, and glucose level), it is possible to know the 
onset values (age, BMI, and glucose level) of stroke and non-stroke patients. In other words, if the onset value is 
reached, a person is more at risk of having a stroke than when the onset value has not been reached. In addition, stroke 
parameters were also correlated (age, gender, hypertension, heart disease, marital status, work type, type of residence, 
glucose level, BMI, and smoking) with the patient's actual condition (stroke or non-stroke) using the Pearson correlation. 
It is to test how strong each stroke parameter's influence was on the patient's actual condition. The Pearson correlation 
formula can be described as follows Equarion 1 [16]. 

𝑟 =
∑(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)

√∑(𝑥𝑖 − �̅�)2 ∑(𝑦𝑖 − �̅�)2
                        𝑜𝑟                   𝑟 =

𝑛 ∑𝑥𝑖 𝑦𝑖 − ∑𝑥𝑖 ∑𝑦𝑖

√𝑛 ∑𝑥𝑖
2 − (∑𝑥𝑖)

2√𝑛 ∑𝑦𝑖
2 − (∑𝑦𝑖)

2
 (1) 

Where 𝑟 = Pearson correlation coefficient; 𝑥𝑖 = the value of the x variable in the sample data; �̅� = mean value of 

variable x; 𝑦𝑖 = the value of the y variable in the sample data; �̅� = mean value of variable y; and 𝑛 = amount of data. 
 
2.5 Stroke Prediction using Explainable Artificial Intelligence (XAI) 

As previously explained, XAI is an AI model with more transparent processes than deep learning [7]. The 
decision-making process in XAI is also based on mathematical calculations that are easier for users to understand [11]. 
So that if an error occurs in the process, users can evaluate or improve the process quickly and accurately [12]. In this 
study, there are several types of XAI methods used for the stroke prediction process, including PNN (Probabilistic Neural 
Network), K-NN (K-Nearest Neighbor), SVM (Support Vector Machine), NB (Naive Bayes), and RF (Random Forest). 

 
2.5.1 Probabilistic Neural Network (PNN) 

A Probabilistic Neural Network (PNN) is a kind of NN that does not require extensive forward or backward 
feedback calculations [17]. PNN is commonly used to perform the classification process or pattern recognition with 
various types of training data [18]. The advantage of PNN is the use of probability in its decision-making to minimize 
misclassification when applied to the data classification process [19]. In addition, in the PNN process, there is a PDF 
function calculation of each data class using non-parametric functions and the Parzen window technique [20]. The 
stages in PNN begin with new data input Xnew. Then calculate the Gaussian Kernel of each input vector using Equation 
2, Equation 3, and Equation 4. 

 

𝜔𝑖,𝑗 =
1

(2𝜋)𝑑/2𝜎𝑑
exp (−

(𝑋𝑛𝑒𝑤 − 𝑋𝑖,𝑗)
𝑇
(𝑋𝑛𝑒𝑤 − 𝑋𝑖,𝑗)

2𝜎2
) (2) 

Then, the conditional class probability is calculated using the Kernel classmate. 

𝑃𝑁𝐶 =
1

|𝐶𝑁𝐶|
∑ 𝜔𝑁𝐶𝑗

|𝐶𝑁𝐶|
𝑗=1  and {𝜔𝑁𝐶,1, 𝜔𝑁𝐶,2, 𝜔𝑁𝐶,3, … , 𝜔𝑁𝐶,|𝐶𝑁𝐶|} 

 
(3) 

Class selection is based on the high probability of conditional class: 

𝑎𝑟𝑔𝑚𝑎𝑥{𝑃𝑖} and 1 ≤ 𝑖 ≤ 𝑁𝐶 

 
 

(4) 

 
Where 𝜔𝑖,𝑗 = gaussian kernel calculation; 𝑃𝑁𝐶 = class-conditional probability; and 𝑎𝑟𝑔𝑚𝑎𝑥{𝑃𝑖} = selection of the high 

class-conditional probability.  
 
2.5.2 K-Nearest Neighbour (K-NN) 

K-NN is a classification method based on similarity or proximity between data [21]. The proximity is based on the 
closest K-data value and is used as a reference in determining the new data class [22]. The technique for finding the 
nearest k generally uses the Euclidean distance formula [23]. Here is the Euclidean distance formula Equation 5 in the 
KNN algorithm. 

𝑑𝑖𝑠 = √∑(𝑥1𝑖 − 𝑥2𝑖)
2 + (𝑦1𝑖 − 𝑦2𝑖)

2 + ⋯

𝑛

𝑖=0

 (5) 
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Where 𝑑𝑖𝑠 = Euclidean Distance; 𝑥𝑖 = the value of the x variable in the sample data; 𝑦𝑖 = the value of the y variable 

in the sample data; and 𝑛 = amount of data. 
 
In addition to the Euclidean distance, the distance between data can be calculated based on the Hamming 

Distance (finding the distance between data based on binary code), Manhattan Distance (finding the distance between 
data based on p and q vectors in n-dimensional space), and Minkowski Distance (finding the distance between data 
based on the hybridization of Euclidean Distance and Manhattan Distance). 

 
2.5.3 Support Vector Machine (SVM) 

SVM is a classification method that works by finding the best hyperplane or separator function to separate data 
classes [24]. Hyperplanes in SVM are functions that act as constraints to classify data points [25]. Therefore, data points 
on both sides of the hyperplane can be interpreted as different classes. In addition to hyperplanes, support vectors are 
used to maximize classifier margins. In other words, the support vector is the data point closest to the hyperplane and 
affects the position and orientation of the hyperplane. 

Initially Equation 6, the available data is denoted as 𝑋𝑖
⃗⃗  ⃗ 𝜖 ℜ𝒹 while each label is denoted 𝑦𝑖 ∈ {−1,+1} for 𝑖 =

1,2, … , 𝑙, where 𝑙 is the numbers of data. It is assumed that both classes -1 and +1 can be entirely separated by the 
defined d-dimensional hyperplane. 

�⃗⃗� 𝑥 + 𝑏 = 0 (6) 

 
Pattern 𝑥𝑖⃗⃗⃗   which belongs to class -1 (negative sample), can be formulated Equaiton 7 as a pattern that satisfies the 
inequality. 

�⃗⃗� 𝑥 + 𝑏 ≤ −1 (7) 

 
While the pattern 𝑥𝑖⃗⃗⃗   which includes class +1 (positive sample) of Equation 8. 

�⃗⃗� 𝑥 + 𝑏 ≥ +1 (8) 

 
The most significant margin can be found by maximizing the value of the distance between the hyperplane 

and its closest point, which is 1/‖�⃗⃗� ‖. It can be formulated as a Quadratic Programming (QP) problem, which is to 
find the minimum point of Equation 9, by considering the constraints Equation 10. 

min
�⃗⃗� 

𝜏(𝑤) =
1

2
 ‖�⃗⃗� ‖2 (9) 

𝑦𝑖(𝑥𝑖⃗⃗⃗  . �⃗⃗� + 𝑏) − 1 ≥ 0, ∀𝑖 
(10) 

This problem can be solved by various computational techniques, including the Langrange Multiplier. 

𝐿(�⃗⃗� , 𝑏, 𝛼) =  
1

2
|�⃗⃗� |2 − ∑𝛼𝑖

𝑙

𝑖=𝑙

(𝑦𝑖((𝑥𝑖⃗⃗⃗  . �⃗⃗� + 𝑏) − 1)) 𝑓𝑜𝑟 (𝑖 = 1,2, … , 𝑙) (11) 

𝛼𝑖 is Lagrange Multipliers, which are zero or positive (𝛼𝑖 ≥ 0). The optimal value of Equation 11 can be calculated 

by minimizing 𝐿 concerning �⃗⃗�  and b, and maximizing 𝐿 concerning 𝛼𝑖 . By considering the characteristics of the optimal 

point gradient 𝐿 = 0, equation (11) can be modified as a maximization problem that only contains 𝑖, as Equation 12 
below. 
Maximize: 

∑𝛼𝑖

𝑙

𝑖=𝑙

−
1

2
∑ 𝛼𝑖  𝛼𝑗  𝑦𝑖

𝑙

𝑖,𝑗=𝑙

𝑦𝑗𝑥𝑖⃗⃗⃗   𝑥𝑗⃗⃗⃗   (12) 

Subject to Equation 13: 

𝛼𝑖 ≥ 0 (𝑖 = 1,2, . . . , 𝑙)∑𝛼𝑖𝑦𝑖

𝑙

𝑖=𝑙

= 0 

 
 

(13) 

 
From the results of this calculation, 𝛼𝑖 is primarily positive. The data that is positively correlated with 𝛼𝑖 is called the 
support vector. 
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2.5.4 Naïve Bayes (NB) 
Naive Bayes is a classifier that uses conditional probabilities or statistical calculations [26]. In other words, 

conditional probability is a measure of the occurrence of an event based on other events [27]. Therefore, this method 
is considered simple and effective to be applied in the classification and prediction process. This method applies Bayes' 
Theorem in determining the data class [28]. Classification of data classes based on Bayes' theorem makes Naive Bayes 
have a performance comparable to decision trees and neural networks. Several types of Naive Bayes methods exist, 
such as Multinomial, Bernoulli, and Gaussian. The classification of several Naive Bayes methods is based on the 
features used for the classification process. For example, the features used in the Naive Bayes Multinomial process are 
taken from a simple Multinomial distribution, and the features represent discrete quantities. The features used in the 
Bernoulli Naive Bayes process are the results of data conversion to binary (0 and 1) form. Meanwhile, the features used 
in the Gaussian Naive Bayes process are taken from a simple Gaussian distribution. Related to the Bayes theorem 
formula used in Naive Bayes, it can be formulated as follows Equation 14. 

 

𝑃𝑟𝑜𝑏(ℎ|𝑥) =
𝑝𝑟𝑜𝑏(𝑥|ℎ) .  𝑝𝑟𝑜𝑏(ℎ)

𝑝𝑟𝑜𝑏(𝑥)
=

𝑝𝑟𝑜𝑏(𝑥|ℎ)

𝑝𝑟𝑜𝑏(𝑥)
 × 𝑝𝑟𝑜𝑏(ℎ) 

(14) 

Where 𝑝𝑟𝑜𝑏(ℎ|𝑥) = data whose class is still unknown; ℎ = data hypothesis x; 𝑝𝑟𝑜𝑏(ℎ|𝑥) = hypothesis probability h 

based on x; 𝑝𝑟𝑜𝑏(ℎ) = hypothesis probability h; 𝑝𝑟𝑜𝑏(𝑥|ℎ) = hypothesis probability x based on h; and 𝑝𝑟𝑜𝑏 (𝑥) = 
probability of x 

 
2.5.5 Random Forest (RF) 

Random forest is a bagging method, which is a method that generates several trees from sample data where the 
creation of one tree during training does not depend on the previous tree, then the decision is taken based on the most 
voting [29]. Two concepts that form the basis of random forest are building an ensemble of trees via bagging with 
replacement and a random selection of features for each tree built. First, each sample taken from the dataset for the 
training tree can be used again for another training tree. Second, the features used during training for each tree are a 
subset of the features owned by the dataset [30]. Ensemble-based classification will have maximum performance if 
there is a low correlation between essential learners. An ensemble must build a weak primary learner because a strong 
learner is likely to have a high correlation and usually causes an overfit. At the same time, a random forest minimizes 
correlations and maintains classification strength by randomizing the training process by selecting a number of features 
randomly. Of all the features in each training tree, then use the selected features to get the optimal branching tree. 

Classify the sample data by combining the prediction results of several k tree classifiers based on the majority 
vote rule. Equation 15, the combined splitter H is created as an aggregation of each splitter 𝐻𝑘 , 𝑘 = 1,… , 𝐾 and the 

example 𝑑𝑖 is classified to class 𝑐𝑗 according to the number of votes obtained from the particular splitter 𝐻𝑘. 

𝐻(𝐷𝑖 , 𝑐𝑗) = 𝑠𝑖𝑔𝑛 ∑ 𝐻𝑘(𝐷𝑖 , 𝑐𝑗)

𝐾

𝑘=1

 (15) 

The probability value of 𝐻(𝑑𝑖 , 𝑐𝑗) ranges between 0 and 1. The cut off value used is 0.5. If 𝐻(𝑑𝑖 , 𝑐𝑗) < 0.5 then it 

will be classified as category 0. Suppose 𝐻�̂�(𝑑𝑖 , 𝑐𝑗) is prediction class of the k-tree random forest, then 𝐻𝑟𝑓
�̂� (𝑑𝑖 , 𝑐𝑗) =

𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑣𝑜𝑡𝑒 {𝐻�̂�  (𝑑𝑖 , 𝑐𝑗)}1
𝐾

. The prediction model's performance generated based on analysis using the random forest 

method can be measured based on errors or errors formed from the prediction results. The error value can be obtained 
by Equation 16 calculating the Mean Absolute Percentage Error (MAPE). 

𝑀𝐴𝑃𝐸 =  
1

𝑛
 ∑

|𝑋𝑖 − 𝐹𝑖|

𝑋𝑖

𝑛

𝑖=1

× 100 (16) 

Where Xi = i - actual value; Fi = i - prediction value; and n = total of data. 
 

Based on the MAPE formula, which describes the error value of the prediction model, the accuracy of the model 
can be obtained by the following calculation Equation 17. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  100% − 𝑀𝐴𝑃𝐸 (17) 
 

2.5.6 Evaluation Metrics Performance 
A performance matrix is used to determine the performance of a model. Several parameters are used to measure 

a model's performance, namely precision, sensitivity, accuracy, and F-Measure. The following is the Equation 18, 
Equation 19, Equation 20, and Equation 21 for each parameter of the performance matrix [31]. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 (18) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 

(19) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)
 

(20) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 

(21) 

 
3. Results and Discussion 

Disrupting blood supply to the blood-brain can cause a stroke [13], [41]. This condition causes certain areas of 
the brain not to receive oxygen and nutrients, resulting in the death of brain cells [14]. A stroke is a medical emergency 
because, without a supply of oxygen and nutrients, the cells in the affected part of the brain can die in just a matter of 
minutes [1], [42]. As a result, the body parts controlled by these brain areas cannot function properly [2]. The causes of 
stroke are generally divided become two, namely the presence of a blood clot in a blood vessel in the brain and a 
rupture of a blood vessel in the brain [13]. Narrowing or rupture of these blood vessels can occur due to several factors, 
such as high blood pressure, use of blood-thinning drugs, brain aneurysms, and brain trauma [2]. Some of the factors 
that cause stroke can be divided into two factors: modifiable and non-modifiable factors [15]. The modifiable factors 
were gender, age, heart disease, and genetics, while the non-modifiable factors were hypertension, smoking, glucose, 
BMI, and physical activity. In addition to the factors above, several factors may cause a stroke, such as marital status, 
type of work, and residence. 

Based on the distribution of EMR data used in this study, female stroke patients have a higher percentage than 
male stroke patients. It shows that women have a higher risk of stroke than men. Another study also revealed that 
women have a 25.1% risk of stroke compared to men (24.7%) [32]. However, this percentage is still subject to change 
depending on regional variations. In Eastern Europe, women have a 36.5% risk of stroke, while in East Asia, women 
have a 36.3% risk of stroke [32]. In the United States, women also have a higher risk of stroke than men, which is 20-
21% (for women) compared to 14-17% (for men) [33]. Some factors that make women more prone to stroke are 
pregnancy, high blood pressure during pregnancy, using certain types of birth control drugs, having higher rates of 
depression, and other gender-specific factors [15]. However, if we look at the number of stroke patients who have a 
history of hypertension (62 patients) and heart disease (39 patients) with those without hypertension (139 patients) and 
heart disease (162 patients), it is seen that people who do not appear to have hypertension and heart disease are not 
necessarily free from the threat of stroke. It may be because hypertension and heart disease has not been detected 
before, and a stroke occurs suddenly in someone without realising it. Hypertension and heart disease are leading 
causes of stroke [34]. Hypertension occurs when the blood vessels are not relaxed enough [35]. It creates a higher 
resistance to pumping blood through the circulatory system, including the heart [34]. Therefore, hypertension affects 
the health conditions of the heart and blood vessels that can cause stroke [35]. 

In addition, married people also have a higher risk than those who have never been married. It can be caused by 
the burden on the mind of someone married to be more than the unmarried. This burden of thought can cause feelings 
of stress and trigger a stroke [36]. The link between stress and stroke is significantly correlated and undeniable [37]. 
First, stress can cause the heart to work harder, raise blood pressure, and increase blood sugar and fat levels. If left 
continuously, these things are very likely to increase the risk of forming clots in the heart or brain, causing strokes [36]. 
In other words, chronic stress can trigger problems with the blockage or rupture of blood vessels in the brain (stroke). 
Smoking also has a very close relationship with the risk of stroke [38]. This habit can increase the risk of stroke by up 
to two times by raising blood pressure and reducing oxygen in the blood. Because when someone smokes, the 
chemicals in cigarettes (carbon monoxide, formaldehyde, arsenic, and cyanide) enter the lungs and are transferred into 
the bloodstream [39]. Blood containing these chemicals then flows throughout the body, changing and damaging its 
cells and affecting how people's bodies work [38]. These changes can then increase the risk of stroke. In addition, 
smoking can also make the blood thicker, increasing the risk of forming blood clots that can cause strokes [39]. 

Based on previous study, people who work harder also have a higher risk of stroke than people who work 
moderately or casually [40]. Private workers sometimes work harder than government employees. The workload of 
private employees is more than that of government employees, and the welfare/income of government employees is 
more secure than private workers. Therefore, the number of stroke patients from the private sector tends to be more 
than the number of stroke patients from government employees. The type of residence also affects the distribution of 
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stroke patients. Stroke sufferers in urban areas tend to be more than in rural areas. It is due to the pattern or lifestyle of 
urban communities that are not healthy, such as rarely doing sports, irregular eating patterns, and even a lot of 
workloads. In addition, several other factors, such as age, BMI (Body Mass Index), and glucose levels, affect the 
occurrence of stroke. Figure 3 presents the statistics (mean, median, and standard deviation) values of several factors 
(age, BMI, and glucose levels) that cause a stroke. 
 

 
Figure 3. Statistic of Age, BMI, and Glucose Levels in Stroke and Non-Stroke Patients 

 
Based on the statistics above, stroke tends to be suffered by the elderly with an average age of 62.28 years (the 

median value based on EMR data is 71 years). The glucose level in stroke patients is also high, at an average level of 
133.9 mg/dL (the mean value based on EMR data is 106.41 mg/dL). Meanwhile, BMI in stroke patients also tends to 
be higher than in non-stroke patients, with an average of 30.4 (the mean value based on EMR data is 29.7). The 
standard deviation values for each of the factors that cause stroke tend to vary (sequentially 11.65 for the age factor, 
62.67 for the BMI, and 5.7 for the glucose level) because the standard deviation value aims to determine the closeness 
of the data from the sample. Based on the results of the Pearson correlation using several factors that may cause 
stroke, the correlation coefficient values are 0.252 (for age), 0.129 (for glucose levels), 0.018 (for BMI), 0.138 (for 
hypertension), 0.128 (for heart disease), 0.071 (for marital status), 0.020 (for type of work), 0.009 (for type of residence), 
and 0.040 (for smoking). The age factor is the most dominant in triggering a stroke when viewed from the coefficient 
value. Other factors that are quite dominant include glucose levels, hypertension, heart disease, and marital status. As 
for the BMI factor, type of work, residence, and smoking have a relatively small correlation value compared to other 
factors. Figure 4 is the Pearson correlation value of several factors that cause a stroke. 

 

 

Figure 4. Pearson Correlation of Stroke Factors 

https://doi.org/10.22219/kinetik.v7i4.1535


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 

© 2022 The Authors. Published by Universitas Muhammadiyah Malang 
This is an open access article under the CC BY SA license. (https://creativecommons.org/licenses/by-sa/4.0/) 

 

 

                    

 

368 

In addition, we also predict strokes using XAI algorithms such as Probabilistic Neural Network (PNN), K-Nearest 
Neighbor (K-NN), Support Vector Machine (SVM), Random Forest (RF), and Naive Bayes (NB). The input parameters 
used in the stroke prediction are age, glucose level, BMI, hypertension, heart disease, marital status, type of occupation, 
type of residence, and smoking. The data used for stroke prediction are 3412 (201 stroke patient data and 3211 non-
stroke), with a portion of 70% for the training process and the remaining 30% for the testing process. Several parameters 
were used as benchmarks to determine the performance level of the stroke prediction model, such as precision, 
sensitivity, F-measure, and accuracy values. The value of the performance matrix of each XAI algorithm for stroke 
prediction is shown in Figure 5. 
 

 

Figure 5. XAI Algorithms Performance Metrics for Stroke Prediction 
 

 

Figure 6. Execution Time of XAI Algorithms for Stroke Prediction 
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Based on the performance matrix, PNN has the highest accuracy, sensitivity, and F-measure levels of 95%, 
100%, and 97% (respectively) compared to other algorithms such as RF, NB, SVM, and KNN. The precision level of 
PNN is 95% (below NB, which is 96%). In addition, the accuracy values obtained are 94% for RF, 88% for NB, 94% for 
SVM, and 93% for K-NN. The sensitivity values for RF are 100%, 91% for NB, 100% for SVM, and 98% for K-NN. The 
precision values for RF are 94%, 96% for NB, 94% for SVM, and 94% for K-NN. At the same time, the F-Measure value 
for RF is 97%, 93% for NB, 97% for SVM, and 96% for K-NN. The execution time of the PNN algorithm is also faster 
than other XAI algorithms. As a comparison, studies on stroke prediction using deep learning algorithms such as GRU, 
LSTM, bi-LSTM, and FFNN have accuracy rates of 95.6%, 87%, 91%, and 83% [6]. It proves that stroke prediction in 
this research using several XAI algorithms can be made very well, considering that the accuracy, sensitivity, precision, 
and F-Measure values are high. 

 
4. Conclusion 

This study aims to analyze the several factors that influence stroke in medical records using statistical analysis 
(correlation value) and stroke prediction using the XAI algorithm. Factors analyzed included gender, age, hypertension, 
heart disease, marital status, residence type, occupation, glucose level, BMI, and smoking. Based on the study results, 
we found that women have a higher risk of stroke than men, and even people who do not have hypertension and heart 
disease (hypertension and heart disease are not detected early) still have a high risk of stroke. Married people also 
have a higher risk of stroke than unmarried people. It may be triggered by conflicts between partners during their life 
together. Thus, a person's feelings of stress will begin to appear and cause a stroke. In addition, bad habits such as 
smoking, working with very intense thoughts and activities, and the type of living environment that is not conducive can 
also trigger a stroke. Increasing age, BMI, and glucose levels certainly affect a person's stroke risk. When viewed based 
on the average age, BMI, and glucose levels of stroke patients, they were 68.28 years, 133.90 mg/dL, and 30.40. 
However, stroke patients can have age, BMI, and glucose levels above or below average.  

We have also succeeded in predicting stroke using the EMR data with high accuracy, sensitivity, and precision. 
Based on the performance matrix, PNN has the highest accuracy, sensitivity, and F-measure levels of 95%, 100%, and 
97% (respectively) compared to other algorithms such as RF, NB, SVM, and KNN. The PNN precision level is 95% 
(below the NB, which is 96%). The execution time of the PNN algorithm is also faster than other XAI algorithms. For 
further research, more data on the EMR of stroke patients is needed in the study. It is to strengthen the pattern of 
information related to the dominant factors for the emergence of stroke in a person. In addition, it is necessary to modify 
the XAI-based algorithm to increase the accuracy, precision, and sensitivity of predictions. 
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