KNN algorithm for identification of tomato disease based on image segmentation using enhanced k-means clustering
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Abstract
Image segmentation is an important process in identifying tomato diseases. The technique that is often used in this segmentation is k-means clustering. One of the main problems in this technique is the case of local minima, where the cluster that is formed is not suitable due to the incorrect selection of the initial centroid. In image data, this case will have an impact on poor segmentation results because it can erase parts that are actually important to be lost or there is still background in the recognition process, which has an impact on decreasing accuracy results. In this research, a method for image segmentation will be proposed using the k-means clustering algorithm, which has been added with the cosine similarity method as the proposed contribution. The use of the cosine method will determine the initial centroid by calculating the level of similarity of each image feature based on color and dividing them into several categories (low, medium, and high values). Based on the results obtained, the proposed algorithm is able to segment and distinguish between leaf and background images with good results, with the kNN reaching a value of 94.90% for accuracy, 99.50% for sensitivity, and 93.75% for specificity. The results obtained using the kNN method with k-means segmentation obtained a value of 94.26% for accuracy, 96.30% for sensitivity, and 91.50% for specificity. The results obtained using the kNN method without segmentation obtained a value of 90.22% for accuracy, 93.30% for sensitivity, and 89.45% for specificity.

1. Introduction
Indonesia is a country with two seasons that has abundant wealth in the fields of plantations and agriculture as a producer of high-quality horticultural products [1]. One of the products in this field is fruits and vegetables, including tomatoes. This plant can thrive in various places, which is one of the reasons for the choice of farmers in cultivating it. However, sometimes the yield of this fruit is still not as satisfying as expected. Some of the causes of crop failure include cultivation techniques, environmental conditions, and pest and disease disturbances. One of the main diseases in tomato plants is leaf spot [2].

Plant diseases can cause a decrease in agricultural production, so early detection and diagnosis of plant diseases is very important. Generally, tomato disease often appears on the leaves, with the characteristics of the affected leaves being varied and difficult to distinguish. In addition, these plant diseases are not only harmful to humans but also to animals [3]. Therefore, the detection and analysis of diseases in tomato plants to increase crop yields is very important because it is very difficult to detect and analyze tomato diseases manually [4]. Researchers have conducted many studies to obtain effectiveness in identifying plant diseases [5]. Image processing-based applications for the recognition and classification of plant diseases are a broad field of research today. This application is useful for precise identification or recognition of plant diseases, such as fungi, bacteria, and viruses that can damage plants [6].

Several studies have produced the right method for recognizing or identifying tomato diseases with various techniques, one of which is using the convolutional neural network (CNN) technique with good accuracy results above 90% [7][8]. Another technique uses a combination of random forest and k-nearest neighbor (kNN) with an accuracy of up to 96% [9]. In addition, the classification of diseases in tomatoes can be done using the classification tree technique, with an accuracy of recognition reaching 97.3% [6]. Basically, every identification or recognition technique that is carried out must be accompanied by image data, image processing techniques, and appropriate feature extraction to obtain the best results.

The image recognition process in computer science is known as computer vision, which can be applied to agriculture in identifying plant diseases [10][11]. Machine learning techniques that are commonly used in image identification [12] must begin with obtaining image data that does not contain a lot of noise (background) to maintain good identification results [13]. In this case, image segmentation is an important part of image processing techniques in several studies for image identification [14][15]. Image segmentation is the process of separating important objects from the background of an image [16] and is the basis of computer vision, where segmentation accuracy has a major

impact on the identification results [17]. The output of the image segmentation process is a segmented image for several classes, where each class has its own attributes [18]. Various segmentation techniques can be used and generally use clustering techniques to separate objects from the background of an image. One of the most popular techniques in image segmentation is k-means clustering, which has been widely proposed to improve the accuracy of image-based object recognition.

The k-means clustering algorithm starts by selecting the k value (the number of clusters) and the initial centroid value randomly for each cluster. In each iteration, the data object is associated with the nearest centroid and is updated based on the distance value of the closest data object [19]. The k-means clustering algorithm in image segmentation is an unsupervised learning algorithm that is used to segment an image object with a background [16], so it is necessary to adjust the number of segmentation groupings and the initial centroid that have a good or bad influence on the segmentation quality [20]. A common problem that is often encountered is the determination of the initial centroid, which is done randomly, resulting in different clusters if the initialization is changed [13]. These changes can cause a properly segmented image to fail and affect the identification results [21]. The solution to this problem can be done by using an improved k-means clustering algorithm for precise separation between the studied image and the background [13][16].

Based on the previous explanation, the segmentation process in the identification of tomato diseases is very necessary in order to increase the accuracy of the results. In this study, identification of diseased tomato leaves will be carried out using the kNN (k-Nearest Neighbor) algorithm based on segmentation using an enhancement algorithm on k-means clustering to separate parts of objects from the background. The contribution to this research lies in the image segmentation process, which is carried out using the cosine similarity method on the k-means clustering algorithm in determining the initial centroid. Cosine similarity is a similarity method on data that produces a level of similarity with a smaller error value than the Euclidean and Jaccard similarity methods [22].

Cosine similarity will look for feature values with the highest and lowest similarity in each image data based on the color content of the image. This value will be used as the initial centroid in the k-means clustering algorithm in image segmentation. This feature separation is done so that data can be grouped according to the same feature value as it. Each clustering algorithm induces similarity between a given data point and the underlying clustering criteria [23]. Basically, the data grouping technique is done by testing the similarity between one feature and its central feature. The closer the size of the similarity of a feature to its central feature, the features will be grouped into the same cluster and vice versa.

In this study, the use of cosine will yield several characteristic features with different similarities between one another. The value of these features becomes the basis for the proposed segmentation process, and then the k-means clustering algorithm will look for the suitability of these features and partition them into several parts for image segmentation. The better the initial centroid value selected in the k-means clustering algorithm, the better the resulting clustering results [24]. The final result will be good clustering, which will find the appropriate image segmentation and improve the identification results.

2. Research Method

The main objective of this research is to improve the accuracy of tomato disease identification using the kNN method and segmentation using the proposed method. The stages carried out in this study can be seen in the block diagram as shown in Figure 1 below.

![Figure 1. The Proposed Method](image-url)
The steps in identifying tomato diseases using the proposed method can be described as follows.

1. Collecting image data obtained, namely images of tomato leaves infected with plant diseases.
2. Converting an RGB tomato image into a Lab color space to start segmenting the tomato leaf image. The result of changing this value is an image feature to segment the image at an early stage.
3. Perform the calculation of the initial centroid value search on the k-means clustering algorithm using the cosine similarity method. This method will look for the initial value of the centroid by comparing each image feature value to find the feature that has the highest similarity difference between one another. This process will produce the initial centroid point as many as the previously determined similarity value and is used as the initial centroid in the k-means clustering algorithm.
4. Perform calculations for the image segmentation process with the number of clusters (segmentation) of as many as 3 parts. Segmentation with k-means clustering will display clusters in the form of leaf images, the part of the leaf that is infected with the disease and the background. The cluster, which is part of the background, will be discarded and is the noise value in the process of identifying diseases in tomatoes.
5. Perform feature extraction calculations using the GLCM (Gray Level Co-occurrence Matrix) method for texture characteristics and HSV for color features on tomato leaf images. The feature values used are 7, namely: contrast, correlation, energy, homogeneity, hue, saturation, and value.
6. Processing all image data with the same technique and combining them into a data matrix. This matrix is the input data and the data class that will be processed by the kNN method to carry out the process of identifying diseases in tomatoes.
7. Classification using the kNN method with a value of k = 3 (neighborhood value). This method works by entering a new image to calculate the distance or similarity with previously stored data (training data).
8. Conducting a voting process (class determination on the test image with the most similarities) as a result of identification. The next step is to calculate the overall identification results to get the accuracy of the test by matching the results of the identification using the kNN method with the actual results.

2.1 Dataset
The dataset used in this study was obtained from internet pages, namely Tomato leaf disease detection. The number of images used as research objects is 5000 images with 5 types of tomato disease with various image orientation angles. The description of the dataset used in this study can be seen in Table 1 as follows.

<table>
<thead>
<tr>
<th>Class (Diseases Type)</th>
<th>No. of Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacterial Spot</td>
<td>1000</td>
</tr>
<tr>
<td>Spider Mites Two Spotted</td>
<td>1000</td>
</tr>
<tr>
<td>Target Spot</td>
<td>1000</td>
</tr>
<tr>
<td>Mosaic Virus</td>
<td>1000</td>
</tr>
<tr>
<td>Yellow Leaf Curl Virus</td>
<td>1000</td>
</tr>
</tbody>
</table>

2.2 Image Segmentation Using Enhanced K-Means Clustering
After obtaining the image data, the next step will be a segmentation process to remove the background that is not needed in the tomato disease identification process. In this research, the process is carried out using the k-means clustering algorithm and cosine similarity, which is the proposed method. The purpose of image segmentation is to simplify or change the representation of an image into something more meaningful and easier to analyze [14]. The segmentation process is carried out to separate the leaf image from the background using the k-means clustering and cosine similarity algorithm. Cosine similarity in this study was carried out in selecting the initial centroid used in the k-means clustering algorithm in image segmentation. Next, the centroid value will be updated based on the object's proximity to the new centroid generated. This process will be carried out as many times as allowed during the initial determination of the clustering process with the k-means clustering algorithm. The final result is an image that is segmented into 3 parts, and the background will be removed.

At the initial stage of segmentation, the RGB image will be converted into the Lab color space to get the color feature value from the image. This change was made because the Lab color space is almost linear with visual perception and has more color differences for humans [25]. The equations used are in equation 1 and equation 2 below [26][27].

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} = \begin{bmatrix}
0.4125 & 0.3576 & 0.1804 \\
0.2127 & 0.7152 & 0.0722 \\
0.0193 & 0.1192 & 0.9502
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]  

(1)

Feature extraction is an important step in the process of image classification and pattern recognition, with the aim of extracting discriminatory feature values from image data. The value of this feature will be fed as an input vector to the machine learning model from the visual description to retrieve information from an image and can be automatically distinguished by the machine [29]. The choice of input features has a significant impact on the classification accuracy and is a requirement for training the algorithm used [30][31].

One of the most popular and widely used texture-based feature extraction techniques is GLCM (Gray Level Co-occurrence Matrix), which was discovered by Haralick et al. (1973) [32]. The GLCM feature is a feature that is taken from the relationship between two pixels that are given a certain distance in an image. The GLCM feature has a value that changes rapidly in the fine texture area and a value that changes slowly in the coarse texture area [33]. The GLCM
Another feature that can be used to identify an image is the color feature that can be done using the HSV method. This method is used to define RGB colors that are converted into Hue, Saturation, and Value values. The RGB values contained in an image have a range of values between 0 – 255, which will be converted to HSV with values 0 – 360, 0 – 1, and 0 – 1. The equations that will be used to get the value of the color characteristics of an image using the HSV method are equations 13, 14, 15, and 16 below [35][36].

\[
\begin{align*}
    r\text{(red)} &= \frac{R}{R + G + B}, \quad g\text{(green)} = \frac{G}{R + G + B}, \quad b\text{(blue)} = \frac{B}{R + G + B} \\
    H\text{(Hue)} &= \begin{cases} 
        60^0 \times \left[ \frac{g - b}{S \times V} \right] & \text{if } V = r \\
        60^0 \times \left[ 2 + \frac{b - r}{S \times V} \right] & \text{if } \max = g \\
        60^0 \times \left[ 4 + \frac{r - g}{S \times V} \right] & \text{if } \max = b \\
        H + 360^0 & \text{if } H < 0
    \end{cases} \\
    S\text{(Saturation)} &= \begin{cases} 
        0 & \text{if } V = 0 \\
        \frac{\min(r, g, b)}{V} & \text{if } V > 0
    \end{cases} \\
    V\text{(Value)} &= \max(r, g, b)
\end{align*}
\]

2.4 KNN Classifier

Research on the use of the kNN method has been a hot topic of research on data mining and machine learning techniques for data classification since this algorithm was proposed in 1967 [37]. The kNN method begins with selecting k (neighborhood values) samples from the closest training data sample for the test data sample, then predicts the test data sample with the highest class among the k closest training data samples. In this study, the use of the kNN method to identify diseases in tomatoes was tested. This stage is carried out after feature extraction using the GLCM and HSV methods is applied to each training image. At the next stage, the test image will be extracted with features in the same way and the classification or identification process will be carried out using the kNN method. The result of the identification is an index that shows the data is included in one type of disease in tomatoes. The general equation for identification matching can use the Euclidean distance with equation 17 below [38][39].
\[ d(x, X) = \sqrt{\sum_{i=1}^{n} (x_i - X_i)^2} \]  

(17)

Where: \( d \) is the minimum distance using the Euclidean distance equation, \( x \) is the test data, and \( X \) is the training data.

The final stage of this process is to calculate the accuracy, sensitivity, and specificity of the test classification results obtained with equations 18, 19, and 20 below [40].

\[ \text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \]  

(18)

\[ \text{Sensitivity} = \frac{TP}{TP + FN} \]  

(19)

\[ \text{Specificity} = \frac{TN}{TN + FP} \]  

(20)

Where:

- \( TP \) is the true positive,
- \( TN \) is the true negative,
- \( FP \) is the false positive, and
- \( FN \) is false negative.

3. Results and Discussion

The test begins by segmenting the image into several clusters to obtain important parts of the tomato leaf image. The result of segmentation is a leaf image without involving the background in the image. This segmentation is carried out using the k-means clustering method and the proposed method (cosine similarity and k-means clustering). The segmentation results will be continued by analyzing feature values based on leaf texture using the GLCM (Gray Level Co-occurrence Matrix) and HSV methods for image color features. The final stage of this process is to identify the leaf using the kNN method to obtain accurate results for the method used. The identification stage is also used as a validation of the proposed method in image segmentation. This is because basic good segmentation will support good identification results and increase accuracy in the identification of the image under study.

3.1 Image Segmentation Results

In this section, we will compare the segmentation results obtained using the k-means clustering method and the proposed method. As an example, you can see the image of tomato leaves infected with the disease as shown in Figure 2.

![Image of a Tomato Leaf](image-url)
In Figure 3, the cluster index in the background is 1 and must be removed. This result may change when the centroid is initially changed. The equation used is to sum each cluster for a small pixel area and discard the cluster with the largest pixel area. In this case, the researcher will discard the maximum area, which is the area that is considered the background. In the case of Figure 3, the largest pixel area is in cluster 2 and is an important part of the image under study. This part will be removed, which makes the image object imperfect and only leaves cluster 1 and cluster 3. The final segmentation results using the k-means clustering method can be seen in Figure 4 below.

The segmentation in this section uses the cosine similarity method in determining the initial centroid value, and then the centroid will be corrected using the k-means clustering algorithm. The initial stage of segmentation with the proposed method is to find the 3 features with the highest, medium, and small similarity. The equations used are the maximum, median, and minimum similarity values according to the number of clusters that we want to use. In this study, 3 (k = 3) feature values will be used based on these similarities. Before the overall testing phase is carried out, several leaves will be tested first to find clusters containing the background. After obtaining the existence of a cluster background, the algorithm will calculate the entire image and remove the pixel area that contains the background. The clustering process obtained by the proposed method can be seen in Figure 5 below.

In Figure 5, the proposed algorithm is able to find the part of the cluster background that we want to remove. In this case, the omitted cluster is a cluster with an index value of 2, which is the background part of the image. The next stage is to unify the clusters containing the leaf images, namely clusters 1 and 3. The results obtained are better segmented images because the initial centroid value has been set and k-means clustering will help improve the results of the cluster and place clusters that are according to the given initial centroid value. The final segmentation results using the k-means clustering and cosine similarity method can be seen in Figure 6 below.
3.2 Identification Accuracy Results with the kNN Method

After the segmentation stage is completed using the k-means clustering method and the proposed method, the next step will be the feature extraction stage using the GLCM method for texture and the HSV method for color. The final stage is to identify the image using the kNN (k-Nearest Neighbor) algorithm. At this stage, the training image that has been feature extracted will be re-tested to determine the identification accuracy. The results obtained for each image test on tomato leaves infected with the disease can be seen in Figure 7 and Table 2 below.

![Figure 6. Results of Segmentation Using the Proposed Method](image)

### Table 2. Results Comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>No. Correct</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN - No Segmentation</td>
<td>4511</td>
<td>90.22%</td>
<td>93.30%</td>
<td>89.45%</td>
</tr>
<tr>
<td>KNN - Kmeans Segmentation</td>
<td>4623</td>
<td>92.46%</td>
<td>96.30%</td>
<td>91.50%</td>
</tr>
<tr>
<td>KNN - Proposed Method</td>
<td>4745</td>
<td>94.90%</td>
<td>99.50%</td>
<td>93.75%</td>
</tr>
</tbody>
</table>

Based on Table 2 of the results of the tomato disease identification test, the results with the proposed method obtained an accuracy value of 94.90%, a sensitivity value of 99.50%, and a specificity value of 93.75%. The increase in identification results that occurred was 4.68% for accuracy, 6.20% for sensitivity, and 4.30% for specificity compared to without using segmentation. Meanwhile, the comparison of the identification results between the proposed method and the k-means clustering segmentation method is 2.44% for accuracy, 3.20% for sensitivity, and 2.25% for specificity. Basically, k-means clustering can have a higher yield when the selected centroid during the random centroid selection process is correctly selected. However, it takes a lot of testing to find the right combination of centroids. This is certainly not effective and efficient because it takes a long time because the process is done repeatedly.

The proposed method is an appropriate solution for selecting the initial centroid in the k-means clustering algorithm. The results obtained are the result of the process of analyzing the proximity of the features of the entered image. Features that have vastly different characteristics are less likely to be placed in the same cluster. The cosine similarity method used in this study is a method of measuring the similarity of image features that is able to find differences in features from one another and can be used as a basis for image segmentation. The results obtained from
the tests carried out show that this process can determine the initial centroid and the location of the background in an image, making it easier to determine the clusters that you want to eliminate. Meanwhile, using the usual k-means clustering method, the results of each segmentation will vary according to the randomization process in the selection of the initial centroid. The method used is to assume that the background cluster is located in the largest part of the cluster area. This method can be done, but some images cannot be segmented properly and some leaf images are missing, which makes them more difficult to identify.

4. Conclusion

Based on the results of the tomato disease identification test using the kNN algorithm and segmentation enhanced K-Means Clustering, better results were obtained than without using segmentation or with the usual k-means clustering segmentation. This is obtained because the proposed method is able to provide a more precise centroid value on the k-means clustering algorithm in segmenting tomato leaf images. The image segmentation results obtained by the proposed method provide better results and are able to increase the accuracy of tomato disease identification. Results with the kNN method and the proposed method reached a value of 94.90% for accuracy, 99.50% for sensitivity, and 93.75% for specificity. The results obtained using the kNN method with k-means segmentation obtained an accuracy of 92.46%, a sensitivity of 96.30%, and a specificity of 91.50%. The results obtained using the kNN method without segmentation obtained an accuracy of 90.22%, a sensitivity of 93.30%, and a specificity of 89.45%.
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