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The human skull was the subject of study in various fields. Segmentation could 
be a basic tool for better understanding the skull. One of the most challenging 
tasks was facial bone segmentation. Our previous study had succeeded in 
segmenting facial bones from skull point clouds, however the quality of the 
results needed to be improved. In this paper, we proposed a new method to 
improve the results of facial bone segmentation from skull point clouds. The 
method consists of three stages: deviation angle extraction, smoothing, and 
thresholding. Each point in the point cloud was assigned a value based on the 
deviation angle. These values then went through a smoothing process to clarify 
the differences between the facial bone region and other regions. Next, 
thresholding was performed to divide the skull into two regions, namely facial 
bone and non-facial bone. The proposed method had succeeded in improving 
the quality of the segmentation results by achieving precision=0.931, 
recall=0.9854, and F=0.9573.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     

 
1. Introduction 

The human skull is the subject of study in various fields, including medicine, forensics, anthropology, and 
biometrics. The skull is the main data in craniofacial reconstruction [1], detection of abnormalities [2], disease detection 
[3], forensic facial reconstruction [4], and cephalometrics [5]. 

Skull data can be stored in the form of a point cloud [6], [7]. In this case, the skull is represented by points in 
three-dimensional coordinates. Point clouds have the advantage of being able to accurately represent 3-dimensional 
objects [8]. With this advantage, point clouds have been widely used to represent indoor [9] and outdoor scene [10], 
[11], [12]. Point clouds can represent tables, chairs, cars, motorcycles [13], [14], trees [15], buildings [16], and roads 
[17]. 

To explore various information in the point cloud, segmentation becomes the basic tool to better understand the 
represented object [18]. In general, there are two methods of point cloud segmentation, segmentation based on 
geometric characteristics, and segmentation based on semantic labeling [19]. Geometry-based segmentation attempts 
to group point cloud based on their geometric shapes, such as spheres, cones, and tubes. Meanwhile, segmentation 
based on semantic labeling intends to give meanings to the points in the point cloud. This study is conducted in order 
to provide these semantic labels. In this case, the semantic labeling is performed on the point cloud of the skull. 

A skull can be divided into two regions, the facial bone and the non-facial bone. However, segmentation of the 
facial bones is still a very challenging task. The facial bone consists of 14 bones that make up the structure of the face. 
These bones are the two maxillae, the two palatine bones, the two zygomatic bones, the two inferior nasal conchae, 
the two lacrimal bones, the two nasal bones, the vomer, and the mandible [20]. Based on this knowledge, in previous 
study we have segmented the facial bone from the point cloud of the skull [21]. This study has succeeded in segmenting 
facial bone based on the deviation angle. However, the quality of the results can still be improved. 

In this paper, we propose a new method to improve the facial bone segmentation results based on the deviation 
angle. The method consists of three stages, the first is deviation angle extraction, the second is smoothing, and the 
third is thresholding. Figure 1 shows the facial bone segmentation method. In this method, the values of the deviation 
angle undergo a smoothing process using a Gaussian filter. Furthermore, a thresholding technique is used to segment 
the facial bone. The contribution of this study is to improve the results of facial bone segmentation from the point cloud 
of the skull based on the deviation angle. We improve the quality of the results by increasing the true positive area, and 
reducing the false positive and false negative areas. Thus, its precision, recall, and F will increase.  
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Figure 1. Facial Bone Segmentation Method 

 
2. Deviation Angle Extraction 

The skull point cloud in this study only contains its position in three-dimensional coordinates. There is no other 
information about these points. We intend to assign a value to each of these points based on the characteristics of the 
skull surface. The value at a point represents the deviation angle at that point. Deviation angle is the angle formed by 
the normal vector with a specific reference vector. 

Based on our observations, there are differences in surface texture between the facial bone region and other 
regions of the skull. Facial bone tends to be rougher, while the non-facial bone tends to be smoother. We take advantage 
of this difference to provide a value at each point in the point cloud. Texture variations cause the normal vector direction 
on the facial bone to be more varied. We want to measure the direction of these normal vectors so that we can get large 
values for points on the facial bone, and small values for points on non-facial bone. For this purpose, we create a 
reference vector at each point, then we measure the angle formed by the normal vector and the reference vector. We 
call this angle the deviation angle [21]. 

The extraction of the deviation angle consists of four stages: estimation of the normal vector, determining the 
reference vector, evaluating the direction of the normal vector, and calculating the value of the deviation angle. 
 
2.1 Normal Vector Estimation 

The normal vector is an important property in a point cloud. The normal vector indicates the surface orientation 
and describes the surface structure of the point cloud [22]. Therefore, a reliable method is needed for normal vector 
estimation [23]. In this section, we will estimate the normal vector at each point in the skull point cloud. In this study, we 
use planePCA to estimate normal vectors [24]. 

A skull point cloud can be expressed in matrix form by Equation 1. 
 

𝐏 = [𝐩1, 𝐩2, … , 𝐩𝑚]𝑇 (1) 
 

where 𝐩𝑖 = [𝑝𝑖𝑥 , 𝑝𝑖𝑦 , 𝑝𝑖𝑧]
𝑇
 is a point in the point cloud and is represented by its position in three-dimensional 

coordinates, and m is the number of points in the point cloud. 

For each 𝐩𝑖 ∈ 𝐏, we will estimate a normal vector 𝐧𝑖 = [𝑛𝑖𝑥 , 𝑛𝑖𝑦, 𝑛𝑖𝑧]
𝑇

, based on a number of 𝑘 neighboring 

points. Equation 2 represents the neighbors of 𝐩𝑖. 

 

𝐐𝑖 = [𝐪𝑖1 , 𝐪𝑖2, … , 𝐪𝑖𝑘]𝑇 (2) 
 

where 𝐪𝑖𝑗 ∈ 𝐏 and 𝐪𝑖𝑗 ≠ 𝐩𝑖. 𝐐𝑖 is obtained by collecting all the points around 𝐩𝑖 with a distance less than or equal to r 

from 𝐩𝑖. The distance between 𝐩𝑖 and 𝐩𝑗 in the point cloud can be calculated by Equation 3. 

 

𝑑(𝐩𝑖 , 𝐩𝑗) = ‖𝐩𝑖 − 𝐩𝑗‖
2
 (3) 

 

𝐩𝑗 is a neighbor of 𝐩𝑖 if it satisfies Equation 4. 

 

𝐩𝑗 ∈ 𝐐𝑖  if 𝑑(𝐩𝑖 , 𝐩𝑗) ≤ 𝑟 (4) 

 

If we add 𝐩𝑖 to the neighbors in Equation 2, we get the augmented neighbor matrix as in Equation 5. 

 

𝐐𝑖
+ = [𝐩𝑖 , 𝐪𝑖1 , 𝐪𝑖2 , … , 𝐪𝑖𝑘]𝑇 (5) 

 

In planePCA, normal vector estimation is performed by minimizing the variance of 𝐐𝑖
+, which is represented by 

Equation 6. 
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min
𝐧𝑖

‖[𝐐𝑖
+ − �̅�𝑖

+]𝐧𝑖‖2  (6) 

 

where �̅�𝑖
+ is a matrix containing the mean of  �̅�i

+ =
1

𝑘+1
(𝐩i + ∑ 𝐪𝑖𝑗

𝑘
𝑗=1 ) in each row. 

The solution to Equation 6 is the singular vector of [𝐐𝑖
+ − �̅�𝑖

+] which corresponds to the smallest singular value. 

This solution is the normal vector 𝐧𝑖 that we are looking for. Furthermore, the normal vector is expressed in unit vector 

 �̂�𝑖 = 𝐧𝑖/‖𝐧𝑖‖. The normal vectors at all points in the point cloud are then expressed in Equation 7. 
 

𝐍 = [�̂�1, �̂�2, … , �̂�𝑚]𝑇 (7) 
 

2.2 Determining the Reference Vector 
The shape of the human skull can be assumed to be a sphere with variations in several locations. In a sphere, 

there is a center point that is right in the middle of the sphere. If we draw a line from the center to a point on its surface, 
we will find that this line coincides with the normal vector at that point. With this assumption, we define the geometric 
center as the centroid of the skull. We can determine the centroid point by calculating the average position of all points 

in the point cloud. The centroid of 𝐏 is determined using Equation 8. 

 

�̅� =
1

𝑚
∑ 𝐩𝑖

𝑚

𝑖=1

 (8) 

    
From the centroid, we draw lines to the points on the surface of the skull. We take these lines as reference 

vectors. These references will be used to evaluate the direction of the normal vectors and to calculate the deviation 

angles. A reference vector is denoted by 𝐚𝑖. For more details, the reference vectors can be seen in Figure 2. 

 

 
Figure 2. A Skull with Normal Vectors �̂�𝑖 Reference Vectors 𝐚𝑖, and Deviation Angles 𝛽𝑖 

 
2.3 Evaluating the Direction of The Normal Vector 

The normal vectors that has been obtained in Equation 7 need to be confirmed that its direction is correct. 
Assuming that the skull is similar to a sphere, then the direction of the normal vectors on the surface must leave the 

centroid. To ensure that the direction is correct, we evaluate it based on the reference vector 𝐚𝑖. For each 𝐩𝑖, a reference 

vector 𝐚𝑖 is created (see Figure 2). The direction of the normal vector at 𝐩𝑖 is declared correct if it satisfies Equation 9. 

 
‖�̂�𝑖 + 𝐚𝑖‖ > ‖𝐚𝑖‖ (9) 

   
If there is a normal vector that does not satisfy Equation 9, then we reverse its direction. Thus the direction of 

all normal vectors always leaves the centroid. 
 
2.4 Calculating the Value of The Deviation Angle 

The deviation angle in this study is the angle formed by the normal vector with the reference vector at a point on 
the surface. On a sphere, the deviation angles are all 00. On a skull, because the shape is not exactly the same as a 
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sphere, the values of the deviation angle vary. At the top and back of the skull, where the surface tends to be smooth 
and similar to a spherical surface, it is suspected that the values of the deviation angle tend to be small. At the front of 
the skull, there are variations in the shape of the surface. Under these conditions, it is suspected that there are many 
large deviation angles in this region. The difference in the values of the deviation angle at the front of the skull with other 
regions, provides very important information in detecting facial bones. 

To simplify the calculation, the magnitude of the deviation angle will be represented by the dot product between 
the normal vector and the reference vector. In order for the dot product to be consistent for all points, the normal and 

reference vectors are expressed in unit vectors. At 𝐩𝑖, the value of the dot product is given by Equation 10. 

 
𝑣𝑖 = �̂�𝑖 ⋅ �̂�𝑖 (10) 

 

where �̂�𝑖 = 𝐚𝑖/‖𝐚𝑖‖ is the reference vector expressed in terms of its unit vector. In three-dimensional Euclidean space, 

Equation 10 can be solved using Equation 11. 
 

𝑣𝑖 = 𝑛𝑖𝑥𝑎𝑖𝑥 + 𝑛𝑖𝑦𝑎𝑖𝑦 + 𝑛𝑖𝑧𝑎𝑖𝑧 (11) 

 
The values of the dot product at all points are expressed by Equation 12. 
 

𝐕 = [𝑣1, 𝑣2, 𝑣3, …  , 𝑣𝑚] (12) 
    
3. Facial Bone Segmentation 

Facial bone segmentation aims to divide the skull into two regions, namely the facial bone and the non-facial 
bone. The extraction of the deviation angle has been described in Section 2. In this section, the second and third stages 
are described. 

 
3.1 Smoothing 

The dot product between normal and reference vectors produces a wide variety of values. On the top and back 
of the skull, the dot product produces large values and only a few small values. While on the front, there are many small 
values, but there are also many large values. The smoothing process is intended to minimize the variation in these 
values. By smoothing, it is expected that the values in the facial bone become more uniform with small values. 
Meanwhile, in the non-facial bone, the values are uniform with large values. This will make it easier to distinguish the 
facial bone region from the rest of the skull. 

The smoothing process is carried out on the dot product values 𝐕 using a Gaussian filter. We perform filtering at 

each point in the point cloud. At each point, we look for its nearest neighbors within radius 𝜎. Point 𝐩𝑗 is declared a 

neighbor of 𝐩𝑖 if its distance from 𝐩𝑖 is less than 𝜎. In other words, 𝐩𝑗 is a neighbor of 𝐩𝑖 if it satisfies Equation 13. 

 

‖𝐩𝑗 − 𝐩𝑖‖2
< 𝜎 (13) 

 

The value v at point 𝐩𝑖 and all its neighbors are weighted based on their distance from 𝐩𝑖. The weight 𝑤𝑗 is 

obtained from the Gaussian function in Equation 14. 
 

𝑤𝑗 = 𝑒
−

‖𝐩𝑗−𝐩𝑖‖
2

2

2σ2  
(14) 

    

Then point 𝐩𝑖 is assigned a new value based on the weighted average of neighboring values. The new value 𝑣𝑔𝑖 

is obtained by Equation 15. 
 

𝑣𝑔𝑖 =
∑ 𝑤𝑗 ⋅ 𝑣𝑗

𝑛
𝑗=1

∑ 𝑤𝑗
𝑛
𝑗=1

 (15) 

    
After the smoothing process is carried out at all points, new values are obtained. Equation 16 represents these 

new values. 
 

𝐕𝑔 = [𝑣𝑔1, 𝑣𝑔2, 𝑣𝑔3, … , 𝑣𝑔𝑚] (16) 
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3.2 Thresholding 
Each point in the point cloud has obtained a new value 𝑣𝑔𝑖 which is the result of the smoothing process. Based 

on the observations on 𝐕𝑔, it is found that the values in the facial bone region became more uniform. These values are 

smaller when compared to other regions outside the facial bone. Based on these facts, we applied a thresholding 
technique to separate the facial bone region from the skull. 

Thresholding is performed by determining the threshold value 𝑡. A skull point cloud will be grouped into two 

regions: facial bone and non-facial bone. Points with a value equal to or less than the threshold are categorized as facial 
bone. While the points whose value is more than the threshold are categorized as non-facial bone. The thresholding 
process is applied by Equation 17. 

 

𝑐(𝐩𝑖) = {
0 if 𝑣𝑔𝑖 ≤ 𝑡

1 if 𝑣𝑔𝑖 > 𝑡
 (17) 

    

where 𝑐(𝐩𝑖) = 0 means 𝐩𝑖 is facial bone, and 𝑐(𝐩𝑖) = 1 means 𝐩𝑖 is non-facial bone. Threshold value 𝑡 is calculated 

automatically based on an iterative procedure [25]. The initial threshold value is the mean of 𝐕𝑔. To limit the iterations, 

we specify ∆𝑡 = 0.0001. 

 
4. Result and Discussion 

The segmentation method is applied to 23 human skulls. Each skull is stored in the form of a point cloud. A skull 
point cloud is derived from a set of CT images of a head. A set of CT images is processed slice by slice to obtain the 
outermost contour of the skull. The contours are then arranged in a stack according to the order of the slices. This stack 
forms a point cloud. Each pixel on the contour becomes a point in the point cloud. The distance between points is 
adjusted according to the metadata of the CT image file. The complete process of point cloud reconstruction of this CT 
image can be found in our previous study [6]. The neck is removed from each point cloud. All of these processes 
produce 23 skull point clouds with the number of points varying from 198,528 to 293,126. 

 
4.1 Segmentation Result 

The proposed method has successfully segmented the facial bones from the point cloud of the skull. Each stage 
in the facial bone segmentation has been successful. The result of each stage can be seen in Figure 3. The point cloud 
of the skull is shown in Figure 3(a). This is the input data that will be processed to obtain the facial bone. 
 

 
Figure 3. (a) A Skull Point Cloud, (b) Dot Product Values, (c) New Values After Smoothing, (d) Segmentation Result 

 
Figure 3(b) shows the dot product values at all points in the point cloud. In this figure it can be seen that at the 

top and back of the skull, the values tend to be uniform. In this region, the values of the dot product are large. However, 
there are still a few points that have small value. While in the facial bone region, the dot product values are more varied. 
There are many points that have small value. However, there are still many points that have large value. 

The result of the smoothing process is shown in Figure 3(c). In this figure, it can be seen that the change in dot 
product values from one region to another becomes smoother. The dot product values in the facial bone becomes more 
uniform and the values are smaller compared to other regions. In the non-facial bone region, the dot product values 
become more uniform with values larger than the facial bone region. 

The thresholding process is carried out after the dot product values in the facial bones can be distinguished from 
the values in other regions. Thresholding result is shown in Figure 3(d). This figure shows that the skull has been 
successfully divided into two regions, the facial bone and the non-facial bone. This is the output data, and is the final 
result of facial bone segmentation. 

The results of facial bone segmentation are visually shown in Figure 4. The figure shows examples of 
segmentation results. Overall, the segmentation method is successfully applied to 23 skulls. 
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Figure 4. Segmentation Results 

 
4.2 Manual Segmentation 

Manual segmentation is used as a comparison against the proposed method. Manual segmentation is performed 
by placing the skull in a lateral position, then cutting it into two parts, the facial bone and the non-facial bone. According 
to Jinkins [20], the facial bones consist of 14 bones. Manual segmentation should ensure that these 14 bones are 
categorized as facial bones. This can be obtained by defining the boundaries of the entire facial bones, and grouping 
the areas within these boundaries as the facial bone region. For this purpose, we determine three landmark points on 
the skull that can be used to define the facial bone boundaries. The three landmarks are Frontotemporale (ft), Porion 
(po), and Gonion (go) [26]. These three landmarks are clearly visible when the skull is in a lateral position. Therefore, 
manual segmentation is performed on the skull in a lateral position. 

Manual segmentation is performed by drawing straight lines from Porion to Gonion and from Porion to 
Frontotemporale as shown in Figure 5. The lines that pass through these three landmarks are the boundaries between 
the facial bone region and the non-facial bone region. With these boundaries, the fourteen bones that make up the face 
have been included in the facial bone region. 
 

 
Figure 5. Manual Segmentation 

 
The manual segmentation result is assumed to be the correct segmentation result. Furthermore, the result of 

segmentation based on the deviation angle is compared with this manual segmentation. 
 

4.3 Evaluation 
We measure the success rate of facial bone segmentation by comparing the segmentation results with the manual 

segmentation results. When the segmentation results are compared, there are four areas of the skull. The four areas 
are True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). The four areas are shown in 
Figure 6. 
 

 
Figure 6. Comparison Between (a) Segmentation Result and (b) Manual Result, (c) TP, TN, FP, and FN Areas 

 
TP is the facial bone region that is correctly detected as facial bone. Meanwhile, TN is the non-facial bone region 

that is correctly detected as non-facial bone. TP and TN are the correct results of segmentation. FP is a non-facial bone 
region that is incorrectly detected as facial bone. Whereas FN is the facial bone region that is incorrectly detected as 
non-facial bone. FP and FN are incorrect results of segmentation. The best results are obtained when there are no FP 

https://creativecommons.org/licenses/by-sa/4.0/
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and FN areas. But in fact, segmentation errors still occur. To determine the success rate of the proposed method, we 
measure precision, recall, and F-measure [27]. 

Precision indicates the facial bone segmentation result which are truly facial bone. While recall is a measure that 
indicates facial bones that are actually detected. Precision and recall can be calculated using Equation 18 and Equation 
19. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝑇𝑃|

|𝑇𝑃| + |𝐹𝑃|
 (18) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝑇𝑃|

|𝑇𝑃| + |𝐹𝑁|
 (19) 

 
When precision and recall get the maximum value, it can be said that the segmentation has obtained the best 

result. However, the real result of segmentation is a compromise of precision and recall. This compromise value is 
expressed in F-measure which is the harmonic mean of precision and recall. F-measure is calculated by Equation 20. 
 

𝐹 =
2 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (20) 

 
We calculate precision, recall, and F-measure on 23 segmentation results, the results are shown in Table 1. The 

values of 𝜎 (in centimeters) and 𝑡 for each skull are also shown in Table 1. The highest precision is achieved by Skull_16 

with a value of 0.9624. While the lowest precision is achieved by Skull_23 with a value of 0.8967. For all skulls, the 
mean precision is 0.931. This indicates that 93.1% of the segmentation results are actually facial bone. 

 
Table 1. Precision, Recall, and F-measure 

Point 
cloud 

Precision Recall 𝐹 
𝜎 

(cm) 
𝑡 

Point 
cloud 

Precision Recall 𝐹 
𝜎 

(cm) 
𝑡 

Skull_1 0.9076 0.9889 0.9465 5 0.7613 Skull_14 0.9174 0.9795 0.9474 3 0.773 

Skull_2 0.9163 0.9923 0.9528 8 0.7718 Skull_15 0.9392 0.9852 0.9617 4 0.7862 

Skull_3 0.9197 0.9719 0.9451 3 0.8092 Skull_16 0.9624 0.987 0.9745 4 0.7615 

Skull_4 0.9533 0.9785 0.9658 5 0.7627 Skull_17 0.9605 0.9773 0.9688 4 0.7632 

Skull_5 0.96 0.9897 0.9746 6 0.7694 Skull_18 0.9264 0.985 0.9548 3 0.7733 

Skull_6 0.9159 0.9842 0.9488 5 0.7793 Skull_19 0.9226 0.9887 0.9545 4 0.7776 

Skull_7 0.9112 0.9852 0.9467 4 0.7874 Skull_20 0.9282 0.99 0.9581 5 0.7915 

Skull_8 0.9492 0.9807 0.9647 4 0.7714 Skull_21 0.9562 0.9852 0.9705 8 0.7678 

Skull_9 0.9139 0.9966 0.9535 6 0.7636 Skull_22 0.9581 0.9873 0.9725 6 0.7818 

Skull_10 0.9471 0.9887 0.9674 4 0.7822 Skull_23 0.8967 0.9963 0.9439 4 0.7899 

Skull_11 0.9388 0.9896 0.9636 5 0.758 Max 0.9624 0.9966 0.9746   

Skull_12 0.9038 0.9926 0.9461 4 0.7841 Min 0.8967 0.9633 0.9353   

Skull_13 0.9088 0.9633 0.9353 4 0.7554 Mean 0.9310 0.9854 0.9573   

 
The highest recall is 0.9966 which is achieved by Skull_9. While the lowest recall is 0.9633 which is achieved by 

Skull_13. The average recall value reached 0.9854. This means that 98.54% of facial bones are actually detected. The 
mean value of F-measure is 0.9573. Skull_5 achieve the highest F-measure with a value of 0.9746. On the other hand, 
Skull_13 achieve the lowest F-measure with a value of 0.9353. Based on the F-measure, it can be seen that the best 
segmentation result is achieved by Skull_5. While the worst segmentation result is achieved by Skull_13. 

The precision, recall, and F-measure achieved by the proposed method are higher than our previous study [21]. 
Comparison of the results of the proposed method with our previous study can be seen in Table 2. 

 
Table 2. Comparison of the Proposed Method with our Previous Study 

 Previous study Proposed method 

Precision 0.836 0.931 

Recall 0.951 0.9854 

𝐹 0.89 0.9573 
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5. Conclusion 
In this paper, we propose a method for segmenting facial bones from skull point clouds. The proposed method is 

based on the deviation angle. Each point in the point cloud is assigned a value based on the deviation angle. To reduce 
variations in the value of the deviation angle on the facial bone, a smoothing process is carried out using a Gaussian 
filter. Then the thresholding technique is used to divide the skull into two regions, namely facial bones and non-facial 
bones. The threshold value is determined based on an iterative procedure. 

The proposed method has succeeded in segmenting facial bones with precision=0.931, recall=0.9854, and 
F=0.9573. This result is higher than our previous study. 
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