
Cite: R. A. Hakim, A. . Aditsania, and I. Kurniawan, “QSAR Study on Aromatic Disulfide Compounds as SARS -CoV Mpro Inhibitor Using Genetic 
Algorithm-Support Vector Machine”, KINETIK, vol. 7, no. 2, May. 2022. https://doi.org/10.22219/kinetik.v7i2.1428 
 

Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
Journal homepage: http://kinetik.umm.ac.id  
ISSN: 2503-2267  
Vol. 4, No. 3, August 2019, Pp. 277-288 

Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
Journal homepage: http://kinetik.umm.ac.id  
ISSN: 2503-2267  
Vol. 7, No. 2, May, Pp. 149-160 

    

   

149 

 QSAR study on aromatic disulfide compounds as SARS-CoV Mpro 
inhibitor using genetic algorithm-support vector machine 
 

 

 
Rizki Amanullah Hakim1, Annisa Aditsania2, Isman Kurniawan3* 

School of Computing, Telkom University, Indonesia1 

Research Center of Human Centric Engineering, Telkom University2,3 

 
Article Info Abstract 
Keywords:  
Main Protease (Mpro), Quantitative Structure-
Activity Relationship (QSAR), Genetic 
Algorithm, Support Vector Machine (SVM) 
 
Article history: 
Received: March 24, 2022 
Accepted: April 14, 2022 
Published: May 31, 2022 
 
Cite:  
R. A. Hakim, A. . Aditsania, and I. Kurniawan, 
“QSAR Study on Aromatic Disulfide 
Compounds as SARS-CoV Mpro Inhibitor 
Using Genetic Algorithm-Support Vector 
Machine”, KINETIK, vol. 7, no. 2, May. 2022. 
https://doi.org/10.22219/kinetik.v7i2.1428 
 
*Corresponding author. 
Isman Kurniawan 
E-mail address:  
ismankrn@telkomuniversity.ac.id 

COVID-19 is a type of pneumonia caused by the Severe Acute Respiratory 
Syndrome Coronavirus-2 (SARS-CoV-2). This virus causes severe acute 
respiratory syndrome and 2 million active cases of COVID-19 have been found 
worldwide. A new strain of the SARS-CoV-2 virus emerged that proved to be 
more virulent than its predecessor. Regarding the design of a new inhibitor for 
this strain, SARS-CoV Main Protease (Mpro) was used as the target inhibitor. 
In the in silico development, the Quantitative Structure-Activity Relationship 
(QSAR) method is commonly used to predict the biological activity of unknown 
compounds to improve the process of drug design of a disease, including 
COVID-19. In this study, we aim to develop a QSAR model to predict the 
activity of aromatic disulfide compounds as SARS-CoV Mpro inhibitors using 
Genetic Algorithm (GA) – Support Vector Machine (SVM). GA was used for 
feature selection, while SVM was used for model prediction. The used dataset 
is set of features of aromatic disulfide compounds, along with information on 
the toxicity activity. We found that the best SVM model was obtained through 
the implementation of the polynomial kernel with the value of R2

train and R2
test 

scores are 0.952 and 0.676, respectively. 

 
1. Introduction 

Since its first appearance in November 2019 in Hubei City, Wuhan Province, China. Coronavirus disease 
(COVID-19) is known as a real threat and challenge to the modern world. This coronavirus is known to have significant 
consequences in infecting humans, including bronchiolitis and pneumonia. It can even be involved in otitis, asthma, 
diarrhea, and neurological diseases [2][3][4]. The 'pandemic' virus causes severe acute respiratory syndrome and more 
than 2 million active cases are found worldwide. According to many experts, this virus is very dangerous and able to 
cause one type of pneumonia that can threaten the life of sufferers, namely Severe Acute Respiratory Syndrome or 
abbreviated SARS. SARS is a highly infectious respiratory disease and is caused by the family of SARS coronavirus 
(SARS-CoV) [2][5][6][7]. Health organizations in various countries are particularly concerned and wary of the rate of 
spread of the COVID-19 coronavirus that becomes a respiratory pathogen in humans, coupled with the discovery of a 
vaccine that has proven strong in controlling the virus that continues to mutate [2][5][6]. 

Although SARS-CoV-1 was successfully controlled in 2003, the potential risk of stronger strain of SARS-CoV is 
inevitable. There is even a new strain of the SARS Coronavirus 2 (SARS-CoV-2) proven to be more virulent than before 
[8]. SARS-CoV Mpro or main protease (main protease) is one of the enzymes that have a key role in processing 
polyproteins and is active in dimetric form. This enzyme is a therapeutic target shaped like 3-chymotrypsin cysteine 
protease (3CLpro) or called the main protease (Mpro). These major proteases have a major influence in reducing the 
risk of drug resistance mutations and displaying antiviral activity with a broad spectrum [10]. There are various 
experimental data on the inhibition activity in SARS-CoV-2 against components of organic compounds [8]. 

There, have been many reports that some aromatic disulfide compounds may exhibit antiviral activity in some 
cases. For example, decreased antiviral activity in NSC4492 compounds used in in vitro research, in the synthesis of 
Junín Virus RNA (JUNV) which is one type of arenavirus [9].  In the experiment, more than 99.0% decreased the titer 
of the virus in incubation with virion at 37 °C for 90 minutes. The potential perspective of NSC4492 as an aromatic 
disulfide compound that can be inactivating, as well as being able to be used as an arenavirus pathogen is very likely 
to be discussed in future research.  For the record, the antiviral ability in arenaviruses will be different from coronavirus. 
Binding activity in disulfide compounds has a key role in the selection of aspects of proper bioactive protein folding [9].  

To support the selection of aspects of these compounds, a model is needed that can provide the results of 
predicting the activity of compounds to be used as drug candidates, one such method is a quantitative structure-activity 
relationship (QSAR).  The use of QSAR was able to produce a model that could show the relationship between individual 
compounds and their biological activity, by applying mathematical calculations based on the biological activity of a 
compound with structural characteristics of the compound[10]. 
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One example of QSAR use is in a study conducted in 2020, where Andrey A. Toropova and colleagues conducted 
a study to find potential inhibitor compounds in Mpro SARS-CoV using QSAR. In the study, asymmetric aromatic 
disulfide compounds were used. Molecular docking is used to test the inhibition effect of molecules that have been 
designed on QSAR; because calculations performed on the strength of molecular bonds can correlate with potential 
inhibition [12], [13]. From the study, obtained a "scoring" result from each method Molecular Docking, ReRank, and Van 
der Waals; obtained R2 scores reached 95.6%, 94.4%, and 91.7% respectively. The results showed there was a 
relationship and uniformity of the results of the QSAR model. Confirming that the way the target is taken resulted in an 
accuracy rate of 50% on the predicted activity (IC50) inhibitors of SARS-CoV Mpro [13].  From the study,  asymmetric 
aromatic disulfide compounds were very potent in showing antiviral activity against Mpro SARS-CoV [14]. It is also 
supported by research conducted on derivatives of aromatic disulfide compounds substituted with strong electrons and 
the volume and size of appropriate substituents can improve the inhibitory ability of these compound components[15]. 
This suggests aromatic disulfides, especially asymmetrical forms, and their derivatives, could be used as a basis in 
developing more effective SARS-CoV inhibitors. 

In 2020, Azmi et al conducted a QSAR study on fusidic acid as a Malaria inhibitor agent  [24].  In the study, they 
took a data processing approach based on statistical analysis and genetic algorithmic in processing molecular 
descriptors.   Processing is done by reducing descriptors using a method of removal based on standard deviation, along 
with the removal of weakly correlated descriptors, and does not correlate with the main response target [24].  Then the 
implementation of the genetic algorithm as the determinant of the best descriptor combination, which will be used as 
the best descriptor solution.  

The main goal of this research was to develop a QSAR model to predict the activity of aromatic disulfide 
compounds as SARS-CoV Mpro inhibitors using Genetic Algorithm (GA) – Support Vector Machine (SVM). GA was 
used for feature selection, while SVM was used for predicting accurate outputs for impairing SARS-CoV Mpro and can 
be useful in the development of SARS-CoV-2 antiviral agents. GA was used in the feature selection because it is 
frequently used for reducing the number of feature as part of the QSAR in-silico research [24] and SVM was used as 
the model prediction since the model is known as one of machine learning model that is capable to producing an 
accurate prediction [24]. 

 
2. Research Method 
2.1 Dataset 

In this study, the used data set contains 40 data of asymmetric aromatic disulfide compounds with their activity 
values against SARS-CoV-2 calculated by in vitro studies [14]. We calculated the molecular descriptors by using the 
Padel program to obtain the shape of the structure, topology, and electrostatic properties. The descriptor data will be 
used as the main feature in predicting the compound's bioactivity value. With the total number of descriptors being 
1444, we determined pLC50 as the response target. In which the pLC50 represents the lethal concentration value, 
which can impair 50% of the response target. The histogram of the pLC50 that shows the distribution of values is shown 
in Figure 1. 

In the first stage, the number of molecular descriptors that will be used for each compound will be reduced by 
performing a feature selection. The process is carried out using statistical analysis on compounds by selecting features 
that have a deviation above 0.5 [25]. This process reduces the number of features from 1444 descriptors, become 436 
features. Then, normalization is performed on each feature. Then, the data set was divided into two sub-datasets i.e., 
train and test set by looking at the pLC50 feature as the response target, with a ratio of 7:3 respectively [15]. 

 

 
Figure 1. The Distribution of pLC50 Values 
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2.2 Genetic Algorithm (GA) 
Genetic Algorithm is a stochastic optimization method governed by the rules of biological evolution which have 

been inspired by the principle of evolution [31]. GA investigates many possible solutions simultaneously and each 
explores a different area in the parameter space, such as probabilities of crossover (Pc), probabilities of mutation (Pm), 
and stopping criteria [32]. In its implementation, an individual is generated based on a binary representation at random, 
which forms a population of N individuals, where each individual has the cost of each individual in the current generation. 
Shown in Figure 2. 

 

 
Figure. 2. Genetic Algorithm Flow 

 
Parents are selected based on their respective fitness scores; Fitness Functions are Formulated as follows 

Equation 1. 
 

𝑓(𝑥) =  
𝑛

∑(𝑦𝑖 − �̂�𝑖)
2
 (1) 

 
Where n is the total number of individuals in the population, the value of 𝑦𝑖 is the actual value to be calculated 

and �̂�𝑖 is the predicted value of the individual, adjusting for the case of regression in this study. From the calculation of 
each individual’s fitness, it will produce a small portion of the next generation of children with crossovers and the rest 
with mutations. After that, a new parent is selected for the next generation. In this way, the new offspring bear the 
characteristics of the parents. This is done continuously and will stop when the overall optimal result is obtained from 
the determination of the stopping criteria that have been determined from the start. The speed of GA in finding a wide 
range of possible solutions, and poor initial initiation generation capability that does not affect the final solution, makes 
GA very attractive to be used as a selection of dominant compound descriptors, in drug discovery models, where each 
problem is highly specialized due to lack of prior knowledge about functional relationships and generalizability are very 
difficult [31][32]. 

Feature selection is done by combining various descriptors using a Genetic Algorithm. This method is done by 
generating various solutions as a set of integers in the chromosome, and the integer numbers in the chromosome are 
used as the basis for selecting the index descriptor. At this stage, the cross-entropy loss is also used as an objective 
function in the feature selection process. The parameters used in feature selection using the genetic algorithm are listed 
in Table 1. 

 
Table 1. Parameter for Feature Selection using GA [24] 

Parameter     Value 

Generation 50 
Population 10 

Mutation Probability 20% 
Parent Selection Roulette Wheel 

Selection Criterion Fitness-based selection 
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2.3 Support Vector Machine (SVM) 
Support Vector Machine is a two-class classification method and is a supervised learning method. The support 

vector machine detects or predicts a pattern using kernel functions to map the input data to a high-dimensional space 
and finds the optimal hyperplane to separate the data into two classes [33]. To get the optimal hyperplane that separates 
two different classes in the vector space. A classification problem is a problem to categorize an entity into a certain 
group, for example, are binary classification which classifies an entity into a group of True (+1) and False (-1) [34]. This 
algorithm Equation 2 looks for the function 𝑓: 𝑋 → {−1, +1} which minimizes empirical risk [34]. 
 

𝑓∗ = min
1

𝑛
∑ 𝐿(f(𝑥𝑖), 𝑦𝑖)

𝑛

𝑖=1

 (2) 

 
Where L (a, b) = 1a≠b  it's a loss function. 
 

 
Figure. 3. Hyperplane on SVM 

 
SVR model is an SVM algorithm development model that contains noise and nonlinearity components that were 

originally used for classification problems. The dependent variable in the SVR algorithm has a range of values in the 
form 𝑦𝑡 ∈ ℝ. The main tool that needs to be understood and mastered to understand SVM is the hyperplane. A 
hyperplane is a generalization of straight lines in two-dimensional space on a plane. Basically, in the two-dimensional 
(2D) field, the equation of the line ax + by + c = 0 can be converted into an Equation 3 that can cover a multidimensional 
space as a hyperplane or called a decision boundary [34]. By changing the notation of these variables and constants 
such as 𝑥 into 𝑥1, y into 𝑥2, a into 𝑤1, and b into 𝑤2: 
 

w1x1 +  w2x2 +  𝐵 =  0 (3) 
 
when it is in dimension d > 1, the following Equation 4. 
 

∑ 𝑤𝑛𝑥𝑛 + 𝐵
𝑑

𝑛=1
= 0 (4) 

 
As for the writing of the equation above when in vector notation. Become the following Equation 5. 
 

〈𝑤, 𝑥〉 +  𝐵 =  0 (5) 
 
where 𝑤, 𝑥 𝜖 ℝ𝑑 dan 〈𝑤, 𝑥〉 = 𝑤𝑇𝑥 (dot product). In general, the hyperplane Equation 6. 
 

𝑊𝑇 . 𝑋 +  𝐵 =  0 (6) 
 

Where W is the weight of the data, X is the input variable and C is the scalar variable which is a negative, zero, 
or positive number. 
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Equation 6 will look for the weight of the value on the sample as the basis for finding the hyperplane with the best 
margin [24]. However, the main problem in the regression model used is how to determine the hyperplane 𝑓(𝑥0𝜃) =
〈𝑤, 𝑥 〉 + 𝑐 that meets the specified value limits 𝑒 so that {𝑦𝑡 −  �̂�𝑡 < 𝑒}. The specified margin is stated in the following 
Equation 7. 
 

1 − 𝑏 − (−1 − 𝑏)

|𝑤|
= 2 x 

1

|𝑤|
 (7) 

 
Several kernel functions are often used in SVM to handle the nonlinearity that can be found in data. The kernel 

function is the function of the inner product in the feature space, the SVM kernels used and their equations represented 
in Table 2 [24]. The application of the SVM algorithm for both regression and classification models require set-up 
parameters known as hyperparameters. Similar to the classification model, the regression model is also optimized using 
regularization (C) and gamma values. And independent parameters can be applied, such as epsilon (ϵ), and degree 
[33]. The regularization parameter (C) assigns and/or adds a penalty weight to the SVM model if the data point prediction 
output is wrong. The smaller the value of C applied, the smaller the penalty weight for missing predictions from an SVM 
model, and the resulting output has a large margin and stays away from the decision boundary. 

 
Table 2. Kernel Functions in Support Vector Machine 

Kernel Formula 

Linear Kernel 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖 𝑇 . 𝑥𝑗 + C 
Radial Basis Function 

Kernel 
𝐾(𝑋𝑖, 𝑋𝑗) = exp (−𝑦 ‖𝑋𝑖, 𝑋𝑗‖)2 

Polynomial Kernel 𝐾(𝑋𝑖 , 𝑋𝑗) =  (𝑦𝑋𝑖
𝑇𝑋𝑗)𝑝, 𝑦 > 0 

 
On the other hand, the larger the value of C applied, the SVM model will minimize the number of erroneous 

prediction data points, which has an impact on the prediction output with a small margin and close to the decision 
boundary. In its implementation, the penalty weight for each missing data point depends on the distance between the 
predicted data points and the decision boundary [37]. The Gamma parameter is useful for setting the distance of 
influence from a training point. With a low gamma value, the radius of similarity level will be large, and many data points 
can be included in it. Meanwhile, with a low gamma value, the radius of the similarity level will be smaller, and each 
data point needs to have high proximity to be included in it [37]. 
 
2.4 Hyperparameter Tuning 

After selecting the features, the model is built based on the SVM method. The SVM model uses training data and 
test data with selected features. To predict the model, it is necessary to tune the hyperparameter which aims to improve 
the performance of the designed model. This stage is done by trying all combinations of parameters and comparing the 
results of the combination to determine the best one. Grid Search cross-validation is used to tune these 
hyperparameters. The following are the tuned SVM parameters described in Table 3. 
 

Table 3. Range value for Hyperparameter Tuning 

Parameter Range Value [25] 

C [0.001,0.01,0.1,1,10,100,1000] 
Epsilon [0.001,0.01,0.1,1,10,100,1000] 
Degree 1,2,3,4,5 
Gamma auto, scale 

 
2.5 Model Validation 

To validate the prediction model, internal and external validation methods are used, by calculating certain 
parameters. For internal parameters, correlation coefficient (R2

train), cross-validation (Q2
loo), leave-one-out (LOO), and 

y-randomization test ( 𝑅𝑝
2

 
𝑐  ) were used using training data. While for external parameters, correlation coefficient (R2

test) 

is used using test data. The validity of the model can be said to be fulfilled if the parameter values are by their respective 
thresholds. In addition, several validation methods were also carried out to confirm that the model was acceptable. The 
following Equation 8 – Equation 20 are the validation parameters along with the threshold [24]. 
 

𝑅𝑡𝑟𝑎𝑖𝑛
2 = 1 −  

∑(ytrain −  ŷtrain)2

∑(ytrain −  ŷtrain)2
 (R2 > 0.6 (8) 
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𝑄𝑙𝑜𝑜
2  = 1 − 

∑(ytrain −  ŷloo)2

∑(ytrain −  ŷtrain)2
 (Q2 > 0.5) (9) 

   

k′ =  
∑(y ×  ŷ)

∑(y)2
 (0.85 > k′ > 1.15) (10) 

   

r 
2

 
 =  

[∑(y − y̅)(y − ŷ )]2

∑(y − y̅)2 ×  ∑(y −  ŷ )
2
  (11) 

   

r0
2

 
 = 1 −  

∑(y −  k ×  ŷ)2

∑(y − y̅)2 
  (12) 

   

r0
′ 2

 
 = 1 −  

∑(ŷ  − k′  ×  y)2

∑(ŷ − y̅̂)2 
  (13) 

   
|r0 

2 − r0
′2| (|r0 

2 −  r0
′2| < 0.3) (14) 

   

rm
2

 
 = r2 × (1 − √r2 − r0

2) ( rm
2  > 0.5) (15) 

   

rm
′ 2

 
 = r2 × (1 −  √r2 − r0

′2)  (16) 

   

rm
2̅̅̅̅

 
 =  

(rm
2 + rm

′ 2)

2
 (rm

2̅̅̅̅  > 0.5) (17) 

   

∆rm
2

 
 =  |rm

2 −  rm
′ 2| (∆rm

2  < 0.2) (18) 
   

𝑅𝑝
2

 
𝑐   = 𝑅 x √𝑅2 − 𝑅2 ( 𝑅𝑝

2
 

𝑐  > 0.5) (19) 

   

𝑅𝑡𝑒𝑠𝑡
2 = 1 −  

∑(ytest −  ŷtest)2

∑(ytest −  ŷtest)2
 (R2 > 0.6) (20) 

 
The application of the Applicability Domain (AD) of each model was also carried out to confirm that the data points 

remained in the domain of the model [26]. By using the leverage method in determining AD, which is formulated as 
follows Equation 21. 
 

H = X(XTX)−1XT (21) 

 
Where X is a representation of the matrix value obtained from the PLSR procedure. Where critical influence is 

defined as 3p/n, with p and n respectively being the number of attributes and datasets, which are used in the model 
training process. Then, the results of the model are displayed through the William Plot after the Applicability Domain 
(AD) results are obtained [34]. 

 
3. Results and Discussion 
3.1 Feature Selection 

To get the best descriptor, molecular descriptors will be reduced to remove descriptors that are considered less 
capable or weak in representing the compound's ability through one of the statistical analysis methods. First, descriptor 
removal is done by calculating the variance of each descriptor. Descriptors with deviations below 0.5 will be unused. It 
is intended to obtain descriptor columns that have good data in representing the ability of the compound. After being 
reduced, feature selection is carried out using GA to obtain optimal results. The representation of individuals in the 
selection model is a compound descriptor. In achieving these results and considering the limited resources in this study, 
the number of combinations determined only between 5, 6, 7, 8, 9, and 10 combinations of descriptors in the GA 
selection algorithm. The number of selected descriptor combinations is based on the best fitness value.  
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The fitness value in question is a value based on the value of the cross-validation regression model that is applied 
to individuals in a population. Where the individual in the population is a representation of several combinations of 
compound descriptors. After the feature selection process has been carried out on a model, the resulting output is a 
combination of the most dominant descriptors. But in its implementation, GA's random concept in the initial generation 
resulted in the accuracy and number of descriptors being different in each iteration of the process. To maintain the 
random concept of GA, 50 iterations of GA generation were performed, and comparisons based on MSE were 
performed in each generation iteration. And for the selection of the best combination is based on the lowest MSE value 
generated. This study uses the SVM kernel function to find the contribution of each function, including linear, polynomial, 
and RBF. Optimal results are sought, determined by calculating the MSE value of each kernel function. Mean Square 
Error (MSE) can indicate the success of the QSAR model prediction on GA. The following is the MSE distribution 
generated for each number of descriptors for the GA generation, shown in Figure 5. 

 

 
(a) 

 
(b) 

 
(c) 

Figure  5. MSE Distribution on Each Number of Feature Descriptors Against the Generation in the Kernel (a) Linear, 
(b) Polynomial, and (c) RBF 

 
As for linear kernel, we found that fluctuations in the MSE value are not extreme. From each number of features, 

there is a significant downward trend in the MSE value for generations. Also, optimal results are obtained on a 
combination of 7 features with an MSE of 0.0286. Slightly different in the RBF kernel, although it has the same 
decreasing trend until the end of the generation, the decrease in the MSE value concerning generation is not as large 
as that found in the linear kernel. From this model, the best MSE is 0.273 with the best combination of 8. While in the 
polynomial kernel model, although there is also a downward trend in MSE values, significant fluctuations are found. 
Fluctuations were found in the number of features 6 and 8, and the smallest MSE was found at 0.0276 with a 
combination of 7 features.  

 

 
Figure. 6. MSE Values Against the Number of Features 

 
The graph of the tendency of each kernel function towards each number of descriptors is shown in Figure 6. It 

can be concluded that the MSE value distribution trend of the polynomial kernel model is quite volatile compared to the 
linear kernel and RBF which do not encounter extreme fluctuations. However, the optimal number of descriptors 
obtained in linear and polynomial kernels is 7, while in the RBF kernel it is 8. The optimal number of descriptors is 
chosen by determining the number of descriptors with the lowest MSE value in each kernel. In Table 4, the minimum 
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and average MSE values of each kernel are obtained for the number of descriptors. The smallest average is obtained 
in the linear kernel of 0.323 with the number of descriptors 7. The lowest MSE value of the whole kernel that also 
considered as the optimum model, obtained by the RBF kernel model with its MSE 0.276 with the number of descriptors 
is 7. 

 
Table 4. Obtained Minimum and Average MSE Values 

Kernel 
Optimum Number of 

Features 
Minimum MSE Average MSE 

Linear 7 0.02869 0.3230 
Polynomi

al 
7 0.02765 0.04489 

RBF 8 0.02733 0.03512 

 
3.2 Hyperparameter Tuning 

After obtaining the optimal descriptor for each model, Hyperparameter Tuning is performed to obtain parameters 
that can be used to improve the performance of the SVM model. This process uses the GridSearchCV method and K-
Fold Cross Validation with a value of K = 10. From each kernel, the best tuning results for each kernel are shown in 
Table 5, as well as a comparison of performance before and after tuning based on the least mean square, shown in 
Figure 7. We found after hyperparameter tuning, each kernel gains a significant increase in R2 score. As of linear kernel, 
we found that there is a significant gain of 0.495 from before. Then on the polynomial kernel, the performance gain is 
0.677, and in the RBF kernel we found it has the most significant gain difference is 0.846. 

 
Table 5. Hyperparameter Tuning result 

 
 
 
 
 
 
 

 

 
Figure. 7. Before and After Hyperparameter Tuning Performance 

 
3.3 Model Validation 

After building the model using training data, evaluation and validation of the model will be carried out, using both 
training data and test data. The prediction model is developed using a model that has been optimized in the previous 
tuning. The results of the regression between the predicted and actual values are shown in Figure 8. In SVM, a diagonal 
line is used which serves as a reference for the match between the predicted value and the actual value. If there is a 
deviation at a data point with a diagonal line, then it shows the degree of error in each model prediction. From the 
validation process, it was found that the deviation between the data points and the diagonal line in the linear kernel, 
polynomial, and RBF is quite acceptable. To confirm the performance of the model, a plot of the residuals between the 

Parameter 
Kernel 

Linear Polynomial RBF 

C 10 (1.0)  1000 (1.0)  10 (1.0)  
Degree 1 (3)  3 (3)  1 (3)  
Epsilon 0.01 (0.1)  0.001 (0.1)  0.1 (0.1)  
Gamma auto (scale)  auto (scale)  scale (scale)  
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predicted pLC values is generated in each kernel in Figure 9. From the figure, we found the difference in magnitude 
generated and value of error for each sample indicating there is no systematical error found in the model. 

 

 
(a) 

 
(b) 

 
(c) 

Figure. 8. Regression Plot between the Predicted Value and the Actual Value of the SVM on the Kernel (a) Linear, 
(b)Polynomial, and (c) RBF. 

 

 
(a) 

 
(b) 

 
(c) 

Figure. 9. The Plot of Standardized Residuals between the Actual Value and the Predicted Value in the Kernel (a) 
Linear, (b) Polynomial, and (c) RBF 

 
Based on the results obtained in Table 6, a model can be accepted or validated if the calculation results of the 

parameters meet the predetermined threshold. As for the linear kernel, we find that the kernel satisfies all parameters. 
This is indicated by the entire measurement score of each parameter is above the threshold. The same result is also 

found in the polynomial kernel. But on the RBF kernel, we found values of 𝑟𝑚
2  and 𝑟𝑚

2̅̅ ̅ score which are below the 
predetermined threshold and considered invalid. As for comparison, we found the R2

train and the R2
test value found in 

the linear kernel, both values are 0.778 and 0.642 that above the threshold. Also, in the polynomial kernel we found the 
R2

train is 0.952 and R2
test score is 0.676, both values exceed the threshold. For overall measurement based on the R2

test 
between the linear and polynomial kernel, we found that the polynomial kernel was superior when compared with the 
linear kernel. Thus, making the polynomial kernel is best model based on internal and external validation of SVM models 
performance value in predicting SARS-CoV main protease inhibitors on the used dataset.   
 

Table 6. Parameter Validation Result 

 

Validation 
Parameter 

Kernel 

Threshold [26] Linear Poly RBF 

Train Set Test Set Train Set Test Set Train Set Test Set 

R2 0.778 0.642 0.952 0.676 0.909 0.623 > 0.6 

Q2
LOO 0.483 - 0.521 - 0.453 - > 0.5 

𝑘′ 0.937 1.164 1.006 1.041 0.988 0.828 0.85 > 𝑘′ > 1.15 

|𝑟0 
2 − 𝑟0

′2| 0.003 0.054 0.000 0.0276 0.007 0.107 < 0.3 

𝑟𝑚
2

 
  0.704 0.588 0.941 0.608 0.905 0.236 > 0.5 

𝑟𝑚
2̅̅ ̅

 
  0.698 0.535 0.932 0.576 0.867 0.271 > 0.5 

∆𝑟𝑚
2

 
  0.013 0.105 0.018 0.063 0.075 0.069 < 0.2 

𝑅𝑝
2

 
𝑐  0.922 - 0.711 - 0.542 - > 0.5 
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(a) 

 
(b) 

 
(c) 

Figure. 10. Applicability Domain in the Kernel (a) Linear, (b) Polynomial, and (c) RBF 
 

Overall, we found that SVM with the polynomial kernel performed better than compared to other kernel models. 
This is due to the large value of the C parameter, and the automatic gamma value, following the optimal value obtained. 
When the value of C obtained is large, the SVM model will reduce the number of data misses, this is due to the high 
error load for each data miss. That way, the polynomial model minimizes the prediction data output with a high error 
rate, resulting in a small margin of data points and tends to be close to the decision boundary as shown in Figure 8. 
Based on the model performance output, which is marked by the best model score value based on the internal validation 
parameters in the training data obtained an R2

train score of 0.952 and external validation on the training data R2
test score 

of 0.676 by a polynomial kernel. As for the underperforming model, it is considered to be the linear kernel. This is caused 
because the smaller C parameter value generated, the larger the data misses as a result to the lower load penalty for 
each data miss. As for the results in the applicability model to the dataset, it can be confirmed that both the model built 
is applicable to the used dataset. This is indicated by the distribution of data points are lied inside the region of the 
domain boundary, both in test data and training data shown in the Figure 10. 
 
4. Conclusion 

Based on the results, we found that by using a combination of the Genetic Algorithm feature selection method 
and SVM regression prediction model used to predict the activity of aromatic disulfide compounds as potential main 
protease inhibitors (Mpro) in the SARS-CoV virus. The first step is to select the descriptor feature of the compound that 
has a deviation < 0.5, and then proceed with feature selection using a Genetic Algorithm based on the smallest mean 
square error (MSE) using the linear kernel, polynomial, and RBF to get the most optimal combination of descriptors. 
Then, we improved the model by performing hyperparameter tuning procedure based on the predetermined input 
constraints. The ability of GA-SVM in predicting the activity of aromatic disulfide compounds to be used as potential 
inhibitors is generally acceptable. We found that SVM with polynomial kernel produce the best result with the value of 
R2 of train and test are 0.952 and 0.676, respectively. From the AD capabilities of each model, all of which are in the 
application domain, we found that all model is acceptable according to applicability domain analysis. 
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