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Meningitis is an infection of the lining of the brain caused by diffuse 
inflammation, and this condition is caused by viruses or bacteria that cause 
Meningitis. The mortality rate of untreated disease due to meningitis bacteria 
approached 100%, even though with special therapy the mortality ratio is only 
slightly reduced. The prevention of this disease is still strengthening antibodies 
with vaccines. The primary treatment for meningitis is with antibodies and anti-
inflammatory drugs to relieve pain. However, drug candidates for inhibiting 
target protein still have not found optimal results in reducing mortality ration 
from meningitis. In a previous study by Yuan Nong et al, they got seven 
important proteins for Meningitis. We continue to investigate compounds 
associated with seven proteins that may be able to bind and inhibit them. We 
chose the in-silico process by utilizing data in an open database. We use 
several databases for the data collection process. After that, the compound 
data were extracted for bonding features and chemical elements using 
molecular fingerprints. We use two fingerprint methods, where both we 
combine with three types of combinations. The combined results produce three 
types of datasets with different matrix sizes. We establish the Extreme Gradient 
Boosting (XGB) method to form the classification model for the three datasets, 
select the best classification model, and compare it with other classification 
algorithms. The XGB model has better quality than the classification model of 
other algorithms. We used this model to predict and quantify compounds that 
strongly bind to seven vital meningitis proteins. The compound with the highest 
predictive score (we found more than 0.99) became a drug candidate to inhibit 
or neutralize Meningitis. 

 
1. Introduction 

Infection of the brain and spinal cord lining caused by diffuse inflammation is a severe disease. This disease 
attacks the lining of the host's brain, so patients experience clinical symptoms of headaches, nausea, and fever [1]. In 
medical terms, this disease is Meningitis. A viral or bacterial infection usually causes Meningitis. The development of 
Meningitis is quite fast, even untreated diseases cause death with a percentage approach to 100% [2]. In the acute 
stage, its development will progress in hours or days [3]. The prevention of this disease is still strengthening antibodies 
with vaccines. The primary treatment for meningitis is with antibodies and anti-inflammatory drugs to relieve pain. 
However, drug candidates for inhibiting target protein still have not found optimal results in reducing mortality ration 
from meningitis [4]. The pathogenetic causes of meningitis have not been fully elucidated so far. Therefore, the current 
anti-meningitis strategy needs to be explored further by finding potential active compounds that can bind and inhibit 
target proteins.  

Potential active compounds require analysis of target proteins that are significant to the biological processes of 
viruses and bacteria that cause meningitis. From a previous study by Yuan Yong et al, EGFR, TNF, EGF, ATM, ESR1, 
CASP8, and NGF are vital pharmacological protein targets for meningitis that were analyzed using protein interactions 
(PPI) analysis [5]. The seven target proteins have several clusters of active compounds that can prevent the 
development of viral and bacterial meningitis (anti-meningitis). However, screening active compounds against the seven 
target proteins considered vital targets has not been thoroughly studied. Screening for active ingredients will take a long 
time when analyzing all possible compounds that can bind [6]. Thus, a more efficient data analysis method is needed 
to find possible compounds suitable for the seven target proteins.  

The role of computing in data analysis can help trace some of these active compounds. The application of 
machine learning algorithms to analyze protein interaction networks [7] and searching for active compounds that can 
bind and inhibit proteins provides a lower cost than directly analyzing biological objects [8]. In this study, the model 
made from data on compounds that have the potential effect/efficacy to target the proteins is classified using a machine 
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learning model. The dataset features used to build the model, using the fingerprint feature of the chemical bond. There 
are approximately 881 chemical bonding features on the PubChem fingerprint [9] and approximately 4860 features on 
the Klekota-Roth fingerprint [10]. The two fingerprints are hybrid to enrich the data features. 

The study aimed to obtain compounds that can be inhibitors of meningitis pathogens by analyzing seven vital 
protein targets. This research is needed because the need for meningitis drugs has not been fully efficient against this 
disease. Several vaccines are available but have not been able to handle these pathogens optimally. Because vaccines 
only provide temporary immunity to the human body against pathogens (bacteria or viruses) that have been previously 
recognized by vaccines [11]. However, the active compound that has the potential to be a drug can be an intermediary 
in healing meningitis. These compounds are capable of being inhibitors or affected/efficacy for the curative treatment 
of seven target proteins. 

 
2. Research Method 

In silico drug screening has two approaches with which several studies have been successful. The first approach 
is with molecular docking [12][13]; the analysis of ligand docking to the target protein can find compounds suitable for 
the protein receptor inhibition. The second approach is to create a predictive model using machine learning methods 
from past data. The second approach is to create a predictive model using machine learning methods from past data. 
This approach gives the characteristics of the biochemical compound data in the form of smiles code [14], which are 
related to the character of the target protein receptor. The approach is to design this drug using the Quantitative 
Structure-Activity Relationship (QSAR) method with classification prediction methods such as Artificial Neural Network 
(ANN) [15], Support Vector Machine (SVM) [16], Random Forest [17], to Deep Learning[18]. 

Research conducted by Yuan Nong et al. at the end of 2020 stated that there were seven vital meningitis target 
proteins with Calycosin compounds, namely Epidermal Growth Factor Receptor (EGFR), Tumor Necrosis Factor (TNF), 
Epidermal Growth Factor (EGF), Ataxia Telangiectasia Mutated Protein (ATM), Estrogen Receptor Alpha (ESR1), 
Caspase-8 (CASP8), and Nerve Growth Factor (NGF) [5]. By using the QSAR method to analyze candidate active 
compounds, this study is expected to predict other active compounds besides Calycosin, which can be used as inhibitors 
of Meningitis, to produce an effective drug design. 
 
2.1 Data Acquisition: Drug Compound 

In this study, the target protein data used the results of previous studies in the form of seven vital proteins in the 
Meningitis [5]. To obtain data on compounds associated with these seven vital proteins, we acquired data from several 
online databases such as DUDE: Database[19], CAS A Division of the American Chemical Society, and PubChem. This 
study also enriched data on related ligand compounds in ChEMBL [20] and the Super Target and Matador database 
[21]. The process of acquiring this data obtained as many as 1146 compounds related to seven target proteins. Details 
of the compound's relationship with its target protein are given in Table 1. 

 
Table 1. The number of ligands that we found in several databases that can bind to the seven vital meningitis proteins 

Protein Targets DUDE/CAS/PubChem ChEMBL/Super Target 

ATM 0 14 
CASP-8 0 169 

EGF 0 16 
EGFR 
ESR1 

542 
383 

0 
0 

NGF 0 1 
TNF 0 21 

 

To form a classification model, we needed data on compounds not associated with the seven target proteins. 
These data are called data decoys. We get the decoy data from the DUDE database. We generate data from DUDE 
and generate 35050 data. 
 
2.2 Molecular Fingerprint 

Machine learning-based drug screening research uses a molecular fingerprint to extract features from a chemical 
compound. There are two standard molecular fingerprints found in RDKit, the first is PubChem which has 881 molecular 
features [22][23], and the second standard fingerprint is Klekota-Roth which has 4860 molecular features [24]. 

The feature extraction process records the structural bonds of molecules that are identified as having certain 
structural bonds. In the example in Figure 1, the molecular structure in Figure 1 has ring bonds (in the image above), 
then the substructure that is a feature will be coded with 1. If the compound data does not have a chemical bond in the 
substructure that is a crucial feature, then the feature of the substructure is coded 0. 
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Figure 1. Illustration of Feature Extraction from a Compound using a Molecular Fingerprint 

 
2.3 Extreme Gradient Boosting (XGB) 

The Extreme Gradient Boosting (XGB) method is a reinforced ensemble tree. Each generated tree strengthens 
the classification model on the previous trees. This method is the sum of the lead weights on the generated ensemble 
tree. In Equation 1, suppose we have a dataset with 𝑛 samples and feature dimensions 𝑚 with 𝜓 = (𝑥𝑖 , 𝑦𝑖) for ‖𝜓‖ =
𝑛, 𝑥𝑖 ∈ 𝑅𝑚 . An ensemble model formed from the dataset using the additive function 𝐾, where 𝐾 is the number of trees 
generated to predict the result [25], 

 

�̂�𝑖 = 𝜙(𝑥𝑖) = ∑ 𝑓𝑘(𝑥𝑖)

𝐾

𝑖=1

, 𝑓𝑘 ∈ ℱ (1) 

 

ℱ =  {𝑓(𝑥) = 𝑣𝑞(𝑥)}  is the domain space which represents the classification tree 𝑓𝑘, for 𝑞: 𝑅𝑚 → 𝑇, 𝑣 ∈ 𝑅𝑇 and 

the structure of the classification tree is represented in 𝑞, which is a function of mapping the data to the corresponding 

leaf 𝑇. The 𝑓𝑘 tree corresponds to independent structure 𝑞 and leaf weight 𝑣. Each resurrected tree has a specific score 

on each leaf, representing the 𝑖 leaf score. For example, we want to get the predictive value of data; the classification 
tree calculates the features corresponding to the leaf and calculates a predictive score (in terms of probability) by adding 
up all the corresponding leaves on the data in each generated tree. 

Learning algorithms on data always have an objective function. The XGB classification model uses an objective 
function to minimize ℒ [25], 

 

ℒ(𝑥) = ∑ 𝑙(𝑦𝑖 , �̂�𝑖)

𝑖=1

+ ∑ Ω(𝑓𝑘)

𝐾=1

 (2) 

for,  

Ω(𝑥) = 𝛾𝑇 +
1

2
𝜆‖𝑣‖2 

 
𝑙 is a differentiable function that can distinguish between predicted �̂�𝑖 and target 𝑦𝑖. At the same time, Ω is a 

function that determines the risk taken from the complexity of the model. The loss function for the classification model 
uses the logistic regression formula called 𝑙𝑜𝑔(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑). In contrast, it uses the mean squared for the regression. 
Equation (2 is generally a function of the parameters in the population area, so the optimization method in Euclid space 
cannot optimize it. To overcome these conditions, the model algorithm is trained additively. Let us say that the prediction 
of the 𝑖th event in iteration 𝑡 is �̂�𝑖(𝑡), so it takes 𝑓𝑡 to produce a minimal objective function in the next iteration, 
 

ℒ (𝑡) = ∑(𝑙(𝑦𝑖 , �̂�𝑖
𝑡−1) + 𝑓𝑡(𝑥𝑖))

𝑖=1

+ Ω(𝑓𝑡) (3) 

To estimate the Equation 4, a stochastic approach by utilizing the second-order Taylor expansion [26]. Equation 
(3 is extended to, 

 

ℒ (𝑡) ≅ ∑ (𝑙(𝑦𝑖 , �̂�𝑖
𝑡−1) + 𝑔𝑖𝑓𝑡(𝑥𝑖) +

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖))

𝑛

𝑖=1

+ Ω(𝑓𝑡)    (4) 
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Where, 𝑔𝑖  =  
𝜕 𝑙(𝑦𝑖,�̂�𝑖

𝑡−1)

𝜕,�̂�𝑖
𝑡−1  and ℎ𝑖  =

𝜕2 𝑙(𝑦𝑖,�̂�𝑖
𝑡−1)

𝜕,�̂�𝑖
𝑡−12  . 𝑔  is the Gradient derived from the first derivative of the loss function. 

In contrast, ℎ is called Hessian, the second derivative of the loss function used in the classification model. In the random 
forest algorithm, the loss function divides the features on the acquisition of essential information. It randomly combines 
the trees, and then the predicted value is based on the vote of each generated tree [27]. While XGB changes the loss 
function into a new function where each tree where each new tree reinforces the previous classification tree to choose 
the best threshold, 

 

ℒ (𝑡)(𝑞) = −
1

2
∑

(∑ 𝑔𝑖𝑖∈𝐼𝑗
)

2

(∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆)

𝑇

𝑗=1

+ 𝛾𝑇   (5) 

 

ℒ (𝑡)(𝑞) is a scoring function to measure the quality of the tree structure 𝑞 in the 𝑡 iteration. In contrast, 𝑔 and ℎ 

are the first and second derivatives of the loss function, respectively. 𝐼𝑗 is the instance set of a particular leaf node 𝑗. In 

this case, XGB may iteratively reduce loss and outperform other ensemble approaches. 
Predictive value of tree leaves based on the optimal weight of the loss function. To get the optimal value of an 

equation, you can find the critical point of an equation by finding 𝑓′(𝑥)  =  0, as a result, the predicted score is, 
 

𝑣𝑗
∗ = −

∑ 𝑔𝑖𝑖∈𝐼𝑗

∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆

   (6) 

 
We have Equations (5 and Equations (6, which can be used as extraction functions to measure the quality of the 

tree structure q. Listing all the possible trees formed is impossible because of the large number of compositions. So, 
this method uses a greedy algorithm by starting at a single leaf (later as a root) and adding tree branches from the 𝑤𝑗

∗ 

calculation. After splitting, let 𝐼𝐿 and 𝐼𝑅 be the sample sets for the left and right sides. Given 𝐼 =  𝐼𝐿 ⋃ 𝐼𝑅, the root of the 
tree before adding children, the loss reduction Equation 7 after separation is as follows. 

 

ℒ𝑔𝑎𝑖𝑛 =
1

2
[

(∑ 𝑔𝑖𝑖∈𝐼𝐿
)

2

(∑ ℎ𝑖𝑖∈𝐼𝐿
+ 𝜆)

+
(∑ 𝑔𝑖𝑖∈𝐼𝑅

)
2

(∑ ℎ𝑖𝑖∈𝐼𝑅
+ 𝜆)

+
(∑ 𝑔𝑖𝑖∈𝐼 )2

(∑ ℎ𝑖𝑖∈𝐼 + 𝜆)
]  (7) 

 
The ℒ𝑔𝑎𝑖𝑛 equation is like the entropy of a decision tree but differs in the rules for separating it. Equation 7, ℒ𝑔𝑎𝑖𝑛 

can ignore the coefficient because it is considered a multiplier of ℒ𝑔𝑎𝑖𝑛. 

 
2.4 Methodology 

The methodology covers the initial research process from how to obtain data to the results of obtaining a 
candidate for meningitis inhibitor compounds. The methodological stages in the outline include starting from data 
acquisition. After that, clean and organize the data to be processed or as supporting information. The following process 
extracts feature data in the form of compound smiles code with a molecular fingerprint. After the features are obtained, 
the two fingerprints used are combined to build a hybrid fingerprint dataset. After that, the dataset is used to train the 
XGB algorithm. An algorithm optimization process is needed to get a good classification model by getting the appropriate 
parameters from the data conditions. After that, test the classification model and get the test matrix value to determine 
how good the model is. The finished classification model is used to predict candidate drug compounds. 
 
3. Results and Discussion 

This section describes the research results on screening candidate drug compounds for meningitis. The sub-
section discusses how to construct datasets, model results, and results of compounds with a significant predictive 
score that are candidates for meningitis drug compounds. 
 
3.1 Dataset Cunstruction 

This study used secondary data from protein and ligand databases from the DUDE: Database [28], PubChem 
Database [29], ChEMBL Database [30] and Super Target database[31]. The search results for seven vital target 
proteins we get several ligands associated with these target proteins, the total target protein results from online database 
searches are listed in Table 2 below. 
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Table 2. The Number of Active Compound (Ligans) Data On Vital Target Proteins 

Protein 
Codes 

Protein Names 
Number of 

Ligands 

ATM Serine Protein Kinase ATM 14 
CAPSE8 Truncated pro-caspase 8 (amino acids 213−496) 169 

EGF Epidermal Growth Factor 16 
EGFR Epidermal Growth Factor Receptor 542 
ESR1 Estrogen Receptor 1 383 
NGF Nerve growth factor 1 
TNF Tumor necrosis factor 21 

 
In addition to the 1146 ligand data, we initialized the dummy compound in the DUDE: Database for 35050 data. 

This data decoy as an inactive compound against all existing target proteins. However, not all data decoys are used to 
form the dataset. This study randomly selected decoy data to balance and enrich the data used [32]. The election results 
leave as many as 6608 decoy data which means about 5% of the total previous data. The sample size of the active 
compound and decoy looks unbalanced. So, to balance the ligand data and decoy data, this study applies the random 
oversampling method [33]. This method is helpful for randomly duplicating ligand data to balance the data decoy. In the 
end, the random over-sampling dataset resulted in 13216 data consisting of 6608 ligand data and 6608 decoy data. 
 
3.2 Feature Extraction: Hybrid Molecular Fingerprint 

The feature extraction algorithm reads smiles from compounds on the dataset. The feature extraction results 
using the PubChem method produce a data matrix (rows) with features (columns) measuring 13216×881. Meanwhile, 
the result of feature extraction using the Klekota-Roth method produces a matrix of 13216×4860 size. The dataset 
resulting from feature extraction with a molecular fingerprint is binary, where 1 means the data feature (chemical bond 
or chemical element) in the compound is detected. While 0 means not detected. An example of a complete dataset is 
displayed with the fingerprint feature in Figure 1.  

 
Table 3. Hybrid Dataset Information 

Hybrid Fingerprint Description Dataset Matrix 

Full Combining 
Combination of: 

PubChem features: 1-881 
Klekota-Roth features: 1-4860 

13216 × 5741 

Initial Combining 
Combination of: 

PubChem features: 1-441 
Klekota-Roth features: 1-4860 

13216 × 5301 

Latter Combining 

Combination of: 
PubChem features: 1-441 

Klekota-Roth features: 2872-
4860 

13216 × 2871 

 
After extracting the features of these compounds, the following process is to form a hybrid from the results of the 

two extraction methods used. The first hybrid is called Full Combining; this process combines all the features extracted 
from PubChem and Klekota-Roth. The result of combining all these features produces a matrix measuring 13216×5741. 
The second hybrid is called Initial Combining; This process combines features 1-441 of the PubChem extraction with 
all the features of the Klekota-Roth yield. Combining the front features from the PubChem results and all the Klekota-
Roth features results in a matrix measuring 13216×5301. The last hybrid is called Latter Combining, where this process 
combines the first half of the PubChem feature extraction and the last half of the Klekota-Roth feature extraction. The 
results of this third combination form a dataset matrix measuring 13216×2871 [12]. Detailed information about the hybrid 
fingerprint dataset is in Table 3. 
 
3.3 Classification and Optimization Model 

We prepared three datasets to form a classification model of meningitis inhibitory compounds. Before training the 
data against the XGB algorithm, we divided the data into training data of 70% of the total data of each dataset and 30% 
as test data. This division aims to be a data builder model and a data testing model. Each dataset forms one 
classification model, thus forming three XGB models. The settings for the XGB parameters are same, with a learning 
rate of 0.15, the number of trees generated is 99, the gamma is 0.4, and the maximum depth of each tree is 16. The 
XGB parameters were obtained based on trial and error on the model classification. The purpose of trial and error is to 
optimize the model conditions so that the cost of the computational process (both in the form of time and memory speed) 
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is not too high. Figure 2 shows the loss graph that the model generates each time it builds a new tree. The graph shows 
the loss conditions generated by the model every time it generates a smaller booster tree, and the graph shows constant 
conditions. The differences in circumstances between the losses in the training and test processes demonstrate that 
the classification model is not underfitting or overfitting [34]. Conditions like this show the classification model in training 
and predicting the data is running well. 

In addition to looking at the condition of the model losses, looking at the condition of the classification error graph 
can also be considered to optimize the model. We present the classification error graph in Figure 3; the classification 
error is calculated based on data that does not match the class [35]. The graph shows the classification error that occurs 
in each booster tree that is generated. The comparison of the conditions of the former model shows that the ROC value 
for the XGB-Initial Combination model is better than the XGB model with other Hybrid data. The ROC score for the 
XGB-Initial Combination model is 0.9958, higher than the ROC score for the XGB-Full Combination and XGB-Latter 
Combination models, which have scores of 0.9937 and 0.9932, respectively. From this comparison, it can be concluded 
that the model used to predict candidate meningitis inhibitor compounds is the XGB-Initial Combination model. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 2. Comparison Graph of Model Performance to Optimize the Model Based on Losses Generated by the Model 
from the Objective Function for Each Generated Booster Tree. (a) Shows a Graph of the Loss Function of the Full 
Combination dataset, (b) Shows a Graph of the Loss Function of the Initial Combination Dataset, and (c) Shows a 

Graph of the Loss Function of the Latter Combination Dataset 
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(a) 

 
(b) 

 
(c) 

Figure 3. Comparison Graph of Model Performance to Optimize the Model Based on Model Misclassification for Each 
Generated Booster Tree. (a) Shows a Graph of the Full Combination Classification Error, (b) Shows a Graph of the 

Initial Combination Classification Error, and (c) Shows a Graph of the Latter Combination Classification Error 
 
3.4 Comparison of Other Classification Models 

The effectiveness of the classification model greatly affects the final day of the benefits of the built model. To add 
value to its effectiveness, we compared several classification models built with the Initial Combination dataset. This 
dataset was selected based on the previous results, which had better model performance than the other two datasets. 
We compared the XGB-Initial Combination model with several other classification methods. We compared it against 
other classification methods such as Logistic Regression, K-Nearest Neighbor, Support Vector Machine, and Multilayer 
Perceptron. In addition, we also compared the results with other ensemble classification methods such as Random 
Forest and Gradient Boosting. All the results of the comparison of the quality of the model are shown in Table 4, which 
contains the ratio of accuracy, sensitivity, recall, and ROC. 

 
Table 4. Comparison of Several Machine Learning Model Measurements to the Initial Combination Dataset Based on 

the Matrix of Accuracy, Sensitivity, Recall, and ROC 

Classification Models Accuracy Sensitivity Recall ROC Score 

Logistic Regression 0.8545 0.8711 0.8290 0.8542 
K-nearest Neighbours 0.9624 0.9319 0.9969 0.9627 

Support Vector Machine 0.9838 0.9822 0.9852 0.9838 
Multilayer Perceptron 0.9838 0.9822 1.0000 0.9838 

Random Forest 0.9089 0.9063 0.9104 0.9089 
Gradient Boosting 0.9581 0.9549 0.9608 0.9582 

Extreme Gradient Boosting 0.9954 0.9909 1.0000 0.9955 
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The XGB-Initial combination model has higher accuracy and ROC matrix than the other classification models. 
The accuracy matrix score of XGB-Initial Combination is 0.9954 and the ROC ratio is 0.9955. From the comparison in 
Table 4, we know that the measure of the quality of the XGB-Initial Combination model is on average above the other 
models for the four measurement matrices. As shown in Figure 4, the ROC score also shows that the model from the 
Extreme Gradient Boosting (XGB) method is superior to the model with other methods. The ROC score of the XGB-
Initial Combination model is 0.9955. If we look further, the model produced by the Logistic regression method is the 
worst model, with a ROC score of 0.8542. This condition makes the Logistic Regression method less suitable if used 
to model binary data shapes with very large data feature dimensions. In contrast, the Support Vector Machine method 
has advantages in datasets with large feature dimensions. These reasons allow the SVM algorithm to produce a 
reasonably good model compared to other models except XGB. 

 

 

Figure 4. ROC Curve Showing Model Quality with Whole Combining Hybrid Dataset with XGB Compared to other 
machine Learning Models 

 
3.5 Significant Compounds as Meningitis Inhibitors 

After comparing the classification models from several methods to XGB-Initial Combination, we believe that the 
XGB-Initial Combination model is suitable for predicting ligand compounds with a large effect and can be used as 
meningitis inhibitors. We rank the ligand compounds and extract the features of these ligands according to the feature 
conditions used in the Initial Combination dataset. The ranking results of these ligands are presented in Table 5, where 
only the top ten rankings are presented. We present the ten ligands in 2D bonds and Smiles codes. These compounds 
are candidates for meningitis inhibitors based on data mining analysis in open databases. The top ten ligands have 
predictive scores on the classification model above 0.99. This value is quite good and means the compound is suitable 
for the seven target proteins that bind. 
 

 Table 5. Ten potential ligands to be Meningitis inhibitors according to XGB-Initial combination model.  

Compound/ 
ChEMBL Codes 

Smiles Codes Compound 2D Structures 

CHEMBL539849 
Oc5ccc(c2ccc1cc(O)ccc1c2Cc4ccc(OCCN3

CCCCC3)cc4)cc5 

 

 

CHEMBL176509 
Oc5ccc(C4=C(C(=O)c2ccc(OCCN1CCCCC

1)cc2)c3ccc(O)cc3CC4)cc5 
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CHEMBL300791 
COc3cc2ncnc(Nc1ccc(F)c(Cl)c1)c2cc3OCC

N4CCN(C)CC4 

 

CHEMBL285483 
Oc5ccc(c4c(C(=O)c2ccc(OCCN1CCCCC1)

cc2)oc3cc(O)ccc3c4=O)cc5 

 

CHEMBL381645 
Oc5ccc(C4=C(c2ccc(OCCN1CCCCC1)cc2)

c3ccc(O)cc3C4)cc5 

 

CHEMBL418327 
Oc5ccc(c2sc1cc(O)ccc1oc2c4ccc(OCCN3

CCCCC3)cc4)cc5 

 

CHEMBL313941 
Oc5ccc(C[C@H]2Sc1cc(O)ccc1O[C@H]2c

4ccc(OCCN3CCCCC3)cc4)cc5 

 

CHEMBL362718 
Oc5ccc([C@H]2Sc1cc(O)ccc1O[C@H]2c4c

cc(OCCN3CCSCC3)cc4)cc5 

 

CHEMBL185383 
Oc5ccc([C@H]2Sc1cc(O)ccc1O[C@H]2c4c

cc(OCCN3CCS(=O)(=O)CC3)cc4)cc5 

 

CHEMBL283088 
COc3cc2c(Nc1ccc(Cl)cc1F)ncnc2cc3OCC

N4CCN(C)CC4 
 

 

 
It should be noted that the compounds above are still candidates and are included in the small molecule type. 

So, further research is needed on bonding these compounds to the protein-protein interactions that occur. Further 
research can continue molecular dynamic docking. Based on the reference classification model to predict these 
compounds, this condition has a very significant similarity to the compounds that become the data to train the model. 
 
3.6 Discussion 

The ligand compounds candidates for Meningitis inhibitors are random in an open database. Thus, these 
compounds have been verified based on research related to these compounds. However, determining which compound 
is more effective against Meningitis takes many times. Compounds consisting of various kinds of elemental bonds are 
very numerous; to examine one by one requires a very high cost. This classification model makes selecting compounds 
prioritized for in vitro tests easier. The selection of compounds based on the classification model is quite objective 
because the model built is derived from compounds that have been shown to affect seven vital meningitis 
pharmacological protein targets. Those ten candidates of drug compounds also consist of Polycyclic Aromatic 
Hydrocarbon (PAH), making them more lipophilic. It is important for drug delivery to the brain that needs to surpass the 
blood-brain barrier, which is a very lipophilic [36]. 

This research needs further activities to confirm the behavior of the compound towards the target protein and its 
protein-protein interactions. Suppose we take the example of the compound CHEMBL539849. This compound in the 
open database from previous research has not yet been named, and the behavior of the compound against the target 
protein is unknown. So, it is necessary to proceed to the simulation of molecular dynamic docking of the ligand to the 
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target protein. From molecular dynamic docking results, we can find out more clearly about the behavior of the ligand 
to its suitability to the target protein. Supposedly with features that are very similar to the ligands in the training data, 
the possibility of a match on the target protein is very large because the fingerprint's characteristics are the elements 
and bonds contained in the compound. 
 
4. Conclusion 

Initial Combination is a good hybrid method for building XGB datasets and Classification models. This model has 
an accuracy score of 0.9957 and a ROC of 0.9958 over models with other hybrid datasets. In addition, for binary data 
with high dimensions, the XGB method can model well compared to other classification methods, including SVM, which 
has advantages in high-dimensional datasets. The method with the worst quality results is the model produced by 
Logistic Regression-Initial Combination. This comparison adds to the confidence that the model built with XGB-Initial 
Combination has good quality for predicting meningitis-related compounds. 

The results of the prediction of related compounds show that some compounds have very good prediction scores. 
This condition is proven by the prediction score in the top ten rankings above 0.99. The compound with code 
CHEMBL539849 was the most significant candidate for meningitis inhibitor. We also found that the ten compounds 
have a Polycyclic Aromatic Hydrocarbon structure. It is essential for drug delivery to the brain that needs to surpass the 
blood-brain barrier, which is very lipophilic. However, to find out the behavior of these compounds, which are 
recommendations for meningitis inhibitor candidates, we need to do further research by molecular dynamic docking 
these ligands to meningitis vital target proteins using 3D protein computations. After that, it is necessary to carry out an 
In Vitro test; if the results are as expected, the candidate compounds can be the latest drugs to prevent meningitis. 
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