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Recently, electronic medical record (EMR) has become the source of many 
insights for clinicians and hospital management. EMR stores much important 
information and new knowledge regarding many aspects for hospital and 
clinician competitive advantage. It is valuable not only for mining data patterns 
saved in it regarding the patient symptoms, medication, and treatment, but also 
it is the box deposit of many new strategies and future trends in the medical 
world. However, EMR remains a challenge for many clinicians because of its 
unstructured form. Information extraction helps in finding valuable information 
in unstructured data. In this paper, information on disease symptoms in the 
form of text data is the focus of this study. Only the highest prevalence rate of 
diseases in Indonesia, such as tuberculosis, malignant neoplasm, diabetes 
mellitus, hypertensive, and renal failure, are analyzed. Pre-processing 
techniques such as data cleansing and correction play a significant role in 
obtaining the features. Since the amount of data is imbalanced, SMOTE 
technique is implemented to overcome this condition. The process of extracting 
symptoms from EMR data uses a rule-based algorithm. Two algorithms were 
implemented to classify the disease based on the features, namely SVM and 
Random Forest. The result showed that the rule-based symptoms extraction 
works well in extracting valuable information from the unstructured EMR. The 
classification performance on all algorithms with accuracy in SVM 78% and RF 
89%. 

 
1. Introduction 

In the big data era like nowadays, thousands of data have been created on a daily basis. This also happens in 
the medical world. Health Information System (HIS) is one of a system that transforms digitally all processes in 
healthcare services into the digital form [1]. Within the HIS a big data environment is actually made [2]. Recently, HIS 
has been used by many healthcare organizations to deliver services such as patient treatment, laboratory, medication, 
insurance, and human resources management. Considering those piles of data, insights from data analytics could be 
important information for the organization and can be used to increase the organizational competitive advantages. 
Electronic medical records (EMR) are one of many data resulting from the Healthcare Information System (HIS). EMR 
consists of patients’ symptoms, data, treatment, and planning for medication including anamnesis [3][4]. Anamnesis is 
a process to obtain information from a patient by communication activity between a physician and a patient about the 
disease that is suffered and other related information such as the history of their allergic and initial condition [5]. That 
information then can be used to build the diagnosis of the patient's disease. This means that within the EMR data lie 
many important insights and new knowledge for the clinicians to deliver better service to the patients. However, big data 
analytics need to be done on those EMR data. Text mining is one of many methods in big data analytics for processing 
and analyzing the content of EMR data to get insights. With those insights clinicians then can evaluate and improve 
their healthcare services to patients [6]. Several insights that can be explored from the EMR data are patients’ symptoms 
regarding a specific disease for specific analysis, variation of symptoms within one specific disease among patients, 
variation of medication and drug use from the same disease, and many other important aspects that could be beneficial 
for the healthcare organization regarding their future strategic planning.    

However, EMR is a text file, and its content is typed by healthcare administration staff by using the non-standard 
way of typing [7]. Some staff could use different words and different codes to represent the same information. Simply, 
The EMR data is an unstructured format that uses natural language in its implementation. Most of the valuable 
information embedded in EMR is scattered and disorganized [8][9]. Extraction of meaningful information and 
comprehensive knowledge related to disease, its symptoms, and relationships remains a challenging research problem 
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[10]. Information extraction is a process for extracting the most valuable and relevant information from an unstructured 
into a structured format such as entity forms, objects, events, and many other types [11]. The extraction needs careful 
examination so that it can facilitate in obtaining new knowledge and insights for medical services. Several previous 
studies in extracting information from the EMR data mostly have been done in English, besides other languages such 
as Germany [12], Dutch [13], Bulgarian [14], and Polish [15]. We found very few studies that extracted information from 
the Indonesian language. Automatic learning of complex structures is difficult, especially if there are not many clinical 
data available and there are no adequate medical corpora for Indonesian. Similar information extraction applications in 
other languages cannot be reused for Indonesian data because the basic language structure is different. In addition, 
clinical applications also have to deal with different description standards and specifications. Therefore, developing an 
information extraction system specifically for EMR data written in Indonesian is important to be made.  

Rule-based natural language processing is becoming less popular because it requires much manual work and is 
not easy to reuse. However, a formal rule-based approach is also used for complex and structured template extraction 
and gives reliable results. In this study, we proposed a rule-based extraction information technique for the patient’s 
symptoms and diagnosis from the Indonesian EMR data. Rule-based means, this research does not only carry out 
cleansing of the EMR data but also restores the text by translating texts or medical terms that are misunderstood. 

After that, the obtained symptoms will be classified into five diagnoses classes using the machine learning 
algorithm. Tuberculosis, malignant neoplasm, diabetes mellitus, hypertensive, and renal failure, are diagnosis classes 
with the highest prevalence rate in Indonesia [16]. Random Forest (RF) and Support Vector Machine (SVM) are the 
most applied and efficient machine learning classifiers in text data. Research by Sun and Zhang [17] regarding the 
diagnosis of diabetic retinopathy based on electronic health records that compare several machine learning methods 
resulted in an accuracy of 92.69% using RF. Another study by Jamaluddin [18] on diagnosis classification based on 
EMR using SVM resulted in an accuracy of 91.03%. A study done by [18] can classify patient diagnoses well, but 
valuable information regarding insights in EMR has not been presented. Based on previous literature, this study uses 
rule-based to extract symptoms from EMR then applies RF and SVM for the disease classification. 
 
2. Research Method 

This chapter describes the methods used to achieve the objectives of the research. The method in this study 
consists of seven stages, namely, data acquisition, data exploration, pre-processing, symptoms extraction, sentence to 
vector, balanced dataset, and classification, as shown in Figure 1. Each step is explained in more detail in the following 
sub-chapters: 

 

 

Figure 1. Research Methodology 
 

2.1 Data Acquisition 
There were 42431 EMRs in the Indonesian language used in this study. The dataset was obtained from outpatient 

visits from 2017 to 2018 at a public hospital in Surabaya City, Indonesia. The dataset consists of two columns, the first 
is patient records as corpus, and the second is physician's diagnosis as a label. Patient records contain patient 
complaints, disease symptoms, patient history, and other information obtained from the anamnesis. A physician's 
diagnosis is written with an International Classification of Diseases (ICD) code that the World Health Organization 
(WHO) standards [19]. The labels were grouped into five diseases based on ICD-11. 
1. For physician's diagnosis code in C00-C97: grouped into Malignant Neoplasms. 
2. For physician's diagnosis code in I10-I15: grouped into Hypertensive. 
3. For physician's diagnosis code in N17-N19: grouped into Renal Failure. 
4. For physician's diagnosis code in A15-A19: grouped into Tuberculosis. 
5. For physician's diagnosis code in E10-E14: grouped into Diabetes Mellitus. 

 
After labels are grouped into five diseases, the data distribution is changed, as shown in Figure 2. 

 

 
Figure 2. Data Distribution 
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2.2 Data Exploration 
Data exploration is carried out to find parameters in the corpus. Parameters are terms that are often located close 

to the symptoms in the corpus. Parameters are searched manually. There are seven parameters found from data 
exploration located close to the symptoms. The parameters found are 'positive sign (+)', 'negative sign (-)', 'no', 'with', 
'complaint', 'history', and 'since'. Table 1 shows examples of symptoms located close to Indonesian (Id) and English 
(Eng) parameters.  

 
Table 1. Location of Symptoms in The Corpus 

Parameters language Corpus 

'positive sign (+)' 
‘tanda positif (+)’ 

Eng 
The patient came with complaints of loss of consciousness, headache +, vomiting 
+, convulsion - 

Id 
Pasien datang dengan keluhan penurunan kesadaran, sakit kepala +, muntah +, 
kejang - 

'negative sign (-)' 
‘tanda negatif (-)’ 

Eng 
The patient came with complaints of loss of consciousness, headache +, vomiting 
+, convulsion - 

Id 
Pasien datang dengan keluhan penurunan kesadaran, sakit kepala +, muntah +, 
kejang - 

'no' 
‘tidak’ 

Eng 
Referral patient from pulmonary polyclinic with adenocarcinoma lung, complained 
of right chest pain, no cough phlegm 

Id 
Pasien rujukan dali poli paru dengan paru adenokarsinoma, keluhan nyeri dada 
kanan, tidak batuk dahak 

'with' 
‘dengan’ 

Eng 
Referral patient from pulmonary polyclinic with adenocarcinoma lung, complained 
of right chest pain, no coughing up phlegm 

Id 
Pasien rujukan dali poli paru dengan paru adenokarsinoma, keluhan nyeri dada 
kanan, tidak batuk dahak 

'complaint' 
‘keluhan’ 

Eng 
The patient came with complaints of loss of consciousness, headache +, 
vomiting +, convulsion - 

Id 
Pasien datang dengan keluhan penurunan kesadaran, sakit kepala +, muntah +, 
kejang - 

'history' 
‘riwayat’ 

Eng Referral patients with chronic bronchitis. history of cough with blood 

Id Pasien rujukan dengan brinkitis kronis, riwayat batuk berdarah 

‘since’ 
‘sejak’ 

Eng lump in the right jaw since a year ago 

Id Benjolan di rahang kanan sejak 1 tahun lalu 

 
2.3 Pre-processing 

Text data contains noise in various forms. This step uses to transform raw data into data ready for analysis. There 
are six steps carried out in this stage. First, remove duplicate corpus and missing value. Second, remove punctuation 
exclude positive sign (+), negative sign (-), dot (.), and commas (,). The third is to remove numbers except for the 
numbers that are a part of the term (for example, DMT2 means Diabetes Mellitus Type 2). Forth, replace words that 
were in parameter terms with base words. Fifth, the stopword removal to remove word/term considered unimportant 
exclude ‘no’, ‘with’, and ‘since’ (‘tidak’, ‘dengan’, dan ‘sejak’). The stopword document is based on research conducted 
by Tala on A Study of Stemming Effects on Information Retrieval in Bahasa Indonesia [20]. Sixth, replace terms in the 
corpus consisting of 2-4 characters based on medical terms. 

 
2.4 Rule-based (Symptoms Extraction) 

The rule-based method is used to extract symptoms from EMR. Rule-based is a simple method for expressing 
knowledge that forms a logical proposition IF... THEN. If the condition is true, then do the action, as shown in Figure 3. 

  

IF ‘condition1’ AND ‘condition2’ … 
THEN ‘action’ 

Figure 3. Rule-based Method 
 

In this step, parameters are as conditions and get symptoms as an action. Before or after the parameters (𝑃), 

there were symptoms (𝑆)  as shown in Table 2. 𝑤 is a word (not symptoms and parameters), 𝑘 is the number of 
symptoms, and 𝑛 is the number of words in a symptom.  
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Table 2. Symptoms Location 
Parameter 
Location 

Symptom location 

Before Parameter … 𝑤, 𝑆1
1 … 𝑆𝑛

1, 𝑃, 𝑤 … , 𝑆1
𝑘 … 𝑆𝑛

𝑘, 𝑃, 𝑤 … 

After Parameter … 𝑤, 𝑃, 𝑆1
1 … 𝑆𝑛

1, 𝑤 … , 𝑃, 𝑆1
𝑘 … 𝑆𝑛

𝑘, 𝑤 … 

 
For example, the patient came with complaints of loss of consciousness, headache +, vomiting +, convulsion -. 

There are two parameters in that corpus, complaint and positive sign (+). Based on that, the symptoms were located 
after complaint and before positive signs. Then the extracted symptoms for that corpus are loss of consciousness, 
headache and vomiting. Rule-based that used consists of five rules, as shown in Table 3. 

 
Table 3. Rules (Symptoms Extraction) 

Rules Logical Proposition 

1 
IF ‘positive sign (+) in corpus’  

THEN ‘get 1-5 words before “positive sign (+)” as symptoms’ 

2 
IF ‘complaint in corpus’ AND ‘no not in corpus’ AND ‘negative sign (-) 
not in corpus’ 

THEN ‘get 1-5 words after “complaint” as symptoms’ 

3 
IF ‘with in corpus’ AND ‘no not in corpus’ AND ‘negative sign (-) not in 
corpus’ 

THEN ‘get 1-5 words after “with” as symptoms’ 

4 
IF ‘history in corpus’ AND ‘no not in corpus’ AND ‘negative sign (-) not 
in corpus’ 

THEN ‘get 1-5 words after “history” as symptoms’ 

5 
IF ‘since in corpus’ AND ‘no not in corpus’ AND ‘negative sign (-) not 
in corpus’ 

THEN ‘get 1-5 words before “since” as symptoms’ 

 

2.5 Sentence to Vector 

Numeric symbols are needed to translate natural language into machine learning problems. Sentence embedding 
is a method to implement that by distributing the representation of sentences on vector space [21]. CBOW (Continuous 
Bag-Of-Words) model in word to vector (word2vec) technique that proposed by Mikolov et al [22] used to generate 
sentence to vector (sent2vec). CBOW predicts the probability of word by word within a specific size window [23]. This 
study used four windows and 400 dimensions. The average of the dimensions word2vec in a corpus used generated 
sent2vec, as shown in Figure 4. 

 
Symptoms 

 

 

Word2vec 

 

 

 

Figure 4. Sentence to Vector 
 

2.6 Imbalance Dataset 
Imbalanced data is a classification set with biased or skewed class proportions [24]. As shown in Figure 5, EMR 

data after-preprocessing is imbalanced. A large proportion of the data set are called majority classes, and the smaller 
proportion is minority classes. Imbalanced can cause problems in the classification task because the model can over-
fit the majority class and under-fit the minority class [25]. To solve that problem, in this step, the re-sampling technique 
is applied [26]. The re-sampling technique that is applied is oversampling technique. Oversampling is a technique to 
increase the number of samples in the minority class [27]. SMOTE (Synthetic Minority Over-sampling Technique) is an 
oversampling technique used [28]. Chawla et al [29] showed that SMOTE could improve classifier performance for 
minority classes. The basic idea of the SMOTE algorithm for balancing datasets is to synthesize new minority samples 
by adopting linear interpolation on homogeneous neighbour samples [30]. The number of nearest neighbours to 
consider when creating a new synthetic element (K) in this study is 1. 

Sent2vec 
(Average 

word2vec) 

word2vec1  [  -3.023, 1.726,  …….  -9.088,  5.059 ] 

word2vec2   [  3.179, 6.341,   …….  -1.368,  4.981 ] 
 

   . . . . .    . . . . . . . . . . . . . .  

word2vecend of corpus [  -0.679, 0.410,  …….   0.056,  0.693 ] 
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Figure 5. Data Distribution (after symptoms extraction) 

 

2.7 Classification 

Comparing classification with more than one kind of model was performed to determine which one is the best 
model in classifying diseases, especially in text data. The models are Random Forest (RF) and Support Vector Machine 
(SVM), such as in several medical studies [17][18].  

 
2.7.1 Random Forest (RF) 

RF is an ensemble learning method that grows many random decision trees [31]. The procedure for determining 
the final prediction is called bagging. Bagging works by random resampling with the replacement of the original data. 
The new dataset will be used to grow multiple random decision trees. Then each decision tree casts a vote for the class. 
The most popular class determines the final prediction as called the majority vote. The larger the number of predictors, 
the more trees need to be planted for good performance. The steps in the RF method are: First specifies how many 
trees to build. Second, from the training data, pick random data points by bootstrap. Third, split the node using the GINI 
method. Forth, perform training tasks on each decision tree. Fifth, vote to determine the optimal solution. The Gini 
method is shown in Equation 1, where 𝐷 is data, 𝑛 is the number of classes, 𝑖 is a class attribute, and 𝑝𝑖 is the ratio of 
the number of data labelled 𝑖 class in the 𝐷 data. 
 

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 (𝐷) = 1 − ∑ 𝑝𝑖
2 

𝑛

𝑖=1

 (1)  

 
2.7.2 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a supervised machine learning classifier that can solve non-linear problems. 
SVM transforms the original feature space into a high-dimensional feature space by fitting a distance-maximizing 
hyperplane between classes through the use of kernels that can accommodate any functional form [32]. Selecting the 
appropriate kernel function is important to build an optimal hyperplane. There four SVM kernels are used for the 
experiments in this paper Linear in Equation 2, Radial Bias Function (RBF) in Equation 3, Polynomial in Equation 4, 
and Sigmoid in Equation 5. Where 𝑑 is a degree, 𝑟 is coef 0, and 𝛾 is gamma. 
 

𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 , 𝑥𝑗) (2)  

  

𝐾(𝑥𝑖 , 𝑥𝑗) = (𝛾(𝑥𝑖 , 𝑥𝑗) + 𝑟)𝑑 (3)  

  

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝(−𝛾‖𝑥𝑖 , 𝑥𝑗‖2)𝛾 (4)  
  

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝛾(𝑥𝑖 , 𝑥𝑗) + 𝑟) (5)  

 
2.7.3 Evaluation 

Evaluations are needed to select the best-performing model. This study used f1-score and confusion matrix for 
performance measurement. In the confusion matrix, there are values of True Positive (𝑇𝑃), False Positive (𝐹𝑃), True 
Negative (𝑇𝑁), and False Negative (𝐹𝑁). Then the measurements were calculated using 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 in Equation 6, 𝑅𝑒𝑐𝑎𝑙𝑙 
in Equation 7, 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 in Equation 8, and 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 in Equation 9. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

 

(6)  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
(7)  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑟𝑒𝑐𝑎𝑙𝑙 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

 
(8)  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (9)  

 
3. Results and Discussion 

This chapter explained results from several experiments and several highlights for discussion, consisting of two 
main topics. The first is rule-based to extract the symptoms of each disease. The second is obtaining several findings 
from the classification experiment. 

 
3.1 Symptoms Extraction 

This section shows the symptoms of a disease that the patient complains about. Pre-processing and rule-based 
symptoms extraction (SE) that applied make the raw dataset significantly reduced from 42431 to 6150 data. Table 4 
shows data distribution in each disease. Data reduction has occurred in each data class. Removed data indicates that 
there are no symptoms in the corpus. That means there were 6150 corpora in the dataset that had symptoms. The 
highest decrease data (24993 corpora) is tuberculosis class when compared to other classes.  

 
Table 4. Data Distribution (after rule-based symptoms extraction) 

Disease 
Corpus 

Before After 

Tuberculosis 25987 994 
Malignant 

Neoplasms 
8518 2745 

Diabetes Mellitus 4768 1331 
Hypertensive 1750 558 
Renal Failure 1408 522 

 Total 42431 6150 

 
Table 5 shows the result of rule-based SE. That algorithm can extract symptoms but not with several descriptions 

of the symptoms. For example, in a malignant neoplasm patient complains of a lump appearing in the lower right chest, 
the algorithm extracted the lump appears right chest without lower. That happens because lower is in the stopword list. 
Another example from tuberculosis, the patient complaint of phlegm (+) yellow color. The algorithm extracted the phlegm 
without yellow color. That happens because of the first rule, as shown in Table 3, there were positive signs as a 
parameter before the symptom’s description. 
 

Table 5. Symptoms Extraction Result 

Disease language Corpus Symptoms Extraction 

Renal failure 
Eng 

Complaint of the swollen foot that since two 
months, back pain +, shortness of breath - 
fever -   

[Swollen foot], [back pain] 

Id 
keluhan kaki bengkak sejak dua bulan. nyeri 
pinggang +. sesak - demam –  

[kaki bengkak], [nyeri pinggang] 

Malignant 
neoplasms 

Eng 
A lump appears in the lower right chest for 
three months, pain (+), fever (-) 

[lump appears right chest], [pain] 

Id 
muncul benjolan di dada kanan bagian bawah 
sejak tiga bulan, nyeri (+), demam (-) 

[muncul benjolan dada kanan], 
[nyeri] 

Diabetes 
Mellitus 

Eng 
a new patient with complaints of slowly 
blurring the left eye for three months. History 
dm + 

[slowly blurring left eye], [diabetes 
mellitus] 

Id 
pasien baru dengan keluhan mata kiri kabur 
perlahan sejak tiga bulan yg lalu. riwayat dm + 

[mata kiri kabur perlahan], [diabetes 
mellitus] 
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Tuberculosis 

Eng 

patients with complaints of shortness of 
breath for a week, cough (+) > a week, 
phlegm (+) yellow colour, decreased appetite 
(+), weight loss (+), night sweats (+) 

[shortness of breath], [cough], 
[phlegm], [decreased appetite], 
[weight loss], [night sweats] 

Id 

pasien dengan keluhan sesak napas satu 
minggu, batuk (+) > satu minggu, dahak (+) 
warna kuning, penurunan nafsu makan (+), 
penurunan berat badan (+), keringat malam 
(+) 

[sesak napas], [batuk], [dahak], 
[penurunan nafsu makan], 
[penurunan berat badan], [keringat 
malam] 

Hypertensive 
Eng 

dizziness (+), shoulder stiffness (+), not taking 
medication for a week (no time to control) 

[dizziness], [shoulder stiffness] 

Id 
pusing (+), bahu terasa kaku (+), tidak minum 
obat satu minggu (tidak sempat kontrol) 

[pusing], [bahu kaku] 

 
Table 6, Table 7, Table 8, Table 9, and Table 10 shows the ten highest symptoms in EMR according to their 

disease. The count is the number of patient complaints according to their symptoms. In 6, nausea is the highest 
symptom that patients complain about in tuberculosis, with 27 counts obtained. In tuberculosis, the highest symptom is 
a cough with 157 counts. In diabetes mellitus, diabetes mellitus is the highest with 150 counts. In malignant neoplasm, 
the highest symptom is a cough with 134 counts. In hypertensive, hypertensive is the highest symptom with 132 counts. 

 
Table 6. Symptoms of Renal Failure 

Renal Failure 

Symptoms Count 

Nausea 27 
Acquired cystic kidney disease 24 

Chronic kidney disease V 22 
Anemia 19 
Cough 17 

Acute Kidney Injury 15 
Chronic kidney disease 14 

Hypertensive 12 
Continuous Ambulatory Peritoneal Dialysis 11 

End-stage renal disease Hemodialysis 10 

 
Table 7. Symptoms of Tuberculosis 

Tuberculosis 

Symptoms Count 

Cough 157 
Night sweats 71 

Pulmonary tuberculosis 46 
Weight loss 38 

Fever 34 
Phlegm 33 

Lose weight 32 
Dyspnea 29 

Tuberculous spondylitis 25 
Decreased appetite 18 

 
Table 8. Symptoms of Diabetes Mellitus 

Diabetes Mellitus 

Symptoms Count 

Diabetes Mellitus 150 
Diabetes Mellitus type 2 125 
Diabetes Mellitus type 30 

Hypertensive 23 
Blurred vision 22 

Insulin 17 
Thrombotic stroke 14 
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Cough 13 
Headache 12 
Nausea 12 

 
Table 9. Symptoms of Malignant Neoplasms 

Malignant neoplasms 

Symptoms Count 

Cough 134 
Chest pain 79 

Pain 73 
Dyspnea 67 

Weight loss 47 
Nausea 45 

Neck lump 44 
Abdominal pain 38 

Shortness of breath 34 
Fever 33 

 
Table 10. Symptoms of Hypertensive 

Hypertensive 

Symptoms Count 

Hypertensive 132 
Chest pain 14 
Headache 14 

Cardiac chest pain 13 
Cardiac 13 
Cough 13 

Dyspnea 13 
Swollen Foot 13 

Diabetes Mellitus 10 
Stroke 9 

 
3.2 Classifier Model Results 

This section presents the evaluation results of the classification model experiments. Precision, recall, f1-score, 
and accuracy were applied for evaluation. The dataset is split into 80% training data and 20% test data. The experiment 
is divided into two parts, the first experiment without applying the SMOTE method, the second experiment using the 
SMOTE method. 

 
3.2.1 Classification Without SMOTE 

This section presents the evaluation results of the classification model without SMOTE applied. This experiment 
use random forest for the classifier. Data distribution in this experiment is shown in Figure 6. The datasets split into 80% 
training data (4920) and 20% test data (1230).   

 

 
Figure 6. Data Distribution after SMOTE 
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The evaluation results show that the model cannot be applied even though the accuracy value is good with 0.74. 
The low recall values were found in hypertensive and renal failure classes (0.42 and 0.38), as shown in Table 11. Based 
on Equation 7, having a low recall value indicates a high FN value. A high FN value is interpreted as a high incorrect 
classification result. FN means patients were diagnosed with hypertensive or renal failure in actuality, but the results of 
the classification model were the opposite. An imbalanced dataset makes poor evaluation values. The evaluation results 
shown in Table 11 have high value in the majority class (Malignant Neoplasms) and low value in minority classes 
(Hypertensive and Tuberculosis). A balanced dataset improves the performance of the model as shown in Table 12. 
Where classes having a similar amount of data are implemented (hypertensive and renal failure). Good recall values in 
both classes were obtained. 
 

Table 11. Classifier Evaluation without SMOTE 

Diseases 

Evaluation 

Precision Recall 
F1-

score 

Diabetes Mellitus 0.71 0.72 0.72 
Hypertensive 0.76 0.42 0.54 

Malignant 
Neoplasms 

0.74 0.91 0.82 

Renal Failure 0.64 0.38 0.48 
Tuberculosis 0.81 0.64 0.72 

 
Table 12. Classifier Evaluation without SMOTE (similar amount of data) 

Penyakit 
Evaluasi 

Precision Recall 
F1-

score 

Hypertensive 0.85 0.76 0.80 

Renal Failure 0.75 0.84 0.79 

 
3.2.2 Classification With SOMTE 

This experiment uses SMOTE method, the distribution data shown in Figure 7. The dataset splits into 80% training 
data (10980) and 20% test data (2745).  

 

 
Figure 7. Data Distribution after SMOTE 

 
The best validation score in SVM kernels is RBF with a 0,77 mean F1-score. Validation on SVM (train data) used 

K-Fold validation (k = 4). The validation result from each kernel shows in Figure 8.  The accuracy results on test data 
shown in Figure 9 are pretty good for both SVM-RBF and RF. RF classifier outperformed SVM-RBF with an accuracy 
value of 0.89. The result of each disease shows in Table 13. Every disease did not obtain a bad value in precision, 
recall, or f1-score. The hypertensive and renal failure classes have the highest f1-score with 0.92.  
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Figure 8. Validation Score Each Kernel 

 

 
Figure 9. Accuracy Comparison 

 
Table 13. Classifier Evaluation 

Class Classifier 
Evaluation 

Precision Recall 
F1-

score 

Diabetes Mellitus 
RF 0.89 0.85 0.87 

SVM 0.77 0.72 0.75 

Hypertensive 
RF 0.89 0.94 0.92 

SVM 0.76 0.86 0.80 

Malignant Neoplasms 
RF 0.86 0.83 0.85 

SVM 0.78 0.77 0.77 

Renal Failure 
RF 0.92 0.92 0.92 

SVM 0.81 0.75 0.78 

Tuberculosis 
RF 0.87 0.91 0.89 

SVM 0.80 0.82 0.81 

 
Balanced data makes the model's performance do well. The accuracy of the RF classifier model increased from 

0.74 to 0.89. The classifier model with SMOTE improves the evaluation value, as shown in Table 11 and Table 13. 
Specifically, in minority classes, the F1-score of hypertensive and renal failure classes has increased. Using SMOTE to 
re-sample the minority data can improve the model's performance. 
 
3.3 Discussion  

This study presents the most obtained symptoms from 5 diseases as shown in Table 6 to Table 10. Those 
symptoms have been validated by our clinicians and confirms well as the most symptoms regarding the disease. 
Symptoms with a higher frequency mean the most frequent symptoms that are reported by the patient regarding a 
specific disease. We also found some minor variation in each disease as shown by the symptoms with lower frequency. 
With this information, clinicians then can be more careful in examining the symptoms reported by the patients. 

Moreover, we also found that the result of disease extraction depends fully on the quality of pre-processing steps. 
As indicated by the extraction result of malignant neoplasms in Table 5 showing that "lower" is a term that represents 
the location of symptoms. That means the algorithm still has a limitation in extracting the words/terms that affect the 
description of the symptoms. That happens because the "lower" term is on the stopword list. The research from Tala 
shows that stopwords can improve classification performance [20]. However, data exploration is needed to observe a 
word/term that influences the model in some exceptional cases.  

Furthermore, the use of SMOTE to oversample the minority data can improve the model's accuracy both in SVM 
and RF algorithms. The result in this study is also confirmed well with previous research was done by Chawla et al [29] 
that showed the SMOTE could improve classifier performance for minority classes. In contrast to a previous study [18] 
which did not apply information extraction, the accuracy results in this study were under Jamaluddin with a difference 
of 2%. there is a slight difference in the classifier performance results, but with the addition of new information in the 
form of disease symptoms.  
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There were Several challenges found remain becoming homework. The first is how to build a stopword removal 
that does not have a strong influence on the medical text. The second is we need to enhance the dictionary of medical 
terms so that it will obtain more accurate symptoms data. Then finally is to enhance the parameters on the rule-base 
that can improve the information extraction. 

 
4. Conclusion 

This study attempts to extract information from the EMR data and pesents the most reported symptoms from 5 
the most disesases in Indonesian language using rule-based algorithm. Some symptom variations have also been 
obtained from the EMR data. The obtained symptoms are also being classified using two machine learning algorithms 
namely Random Forest and SVM. To overcome the imbalance number of data for classification, SMOTE technique is 
applied. The best result obtained in this study is the SE + SMOTE + RF approach with an accuracy of 89%. The rule-
based method can do the extraction well, even though some drawbacks are still present. Screening and sampling the 
text data are also important to sense the pre-processing algorithm and avoid too many artifacts that can occur. 
Symptoms Extraction does not improve model performance well but adds much information for the clinicians. For further 
research, the information extraction for symptoms and symptom characteristics (size, color, time, and others that 
describe symptoms) and the other entities such as drugs used, patient activities, and other entities need to be explored 
to enrich information and gain a better understanding regarding insights covered in EMR data. 
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