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Steam is a video game digital distribution platform developed by Valve 
Software. Steam provides a user review feature, where users can write about 
criticism or comments on games that can contain positive or negative 
sentiments. Based on the questionnaire that the author conducted to Steam 
users from all over Indonesia, the user review feature provided by Steam was 
not sufficient. This is because there are fake reviews that allow biased opinions 
from certain parties so that a phenomenon called review bombing often occurs 
where users review only to drop or raise the image of a product, not to review 
it sincerely. From these problems, a solution design is needed that can classify 
fake reviews on the Steam service. The Support Vector Machine (SVM) 
classification method was chosen as the model in combination with lexicon-
based feature retrieval and Term Frequency – Inverse Document Frequency 
(TF-IDF) weighting. Of the 236 classification test data conducted by SVM, it 
produced 105 reviews which were categorized as Valid Reviews. Meanwhile, 
those categorized as Opinion Spam by SVM are 131 reviews. The accuracy 
level of the data classification model using Support Vector Machine method is 
of 81% by dividing training data by 70% and test data by 30% with a random 
state level of 109. A dashboard in the form of a web application has also been 
made that contains the classification model to be used for buying reference for 
Steam user. 

 
1. Introduction 

Distribution of a product has many ways and methods. This method is not always done physically in today's digital 
era. Electronic media can mainly be sent from the publisher to the consumer in an instant via the internet. To gain trust 
from consumers for the products they offer, a comment or review column is usually provided which serves as a testimony 
that the product is as advertised. However, lately the review column is often misused by irresponsible parties in 
conveying things that are not related to the product for various purposes [1]. 

In the game industries, one of the digital distribution service providers that is often used is called Steam [2] . 
Steam provides a user review feature where users can write about criticism or comments. The criticism or comments 
on games may contain positive or negative sentiments [3]. On Steam, it is known that posted review may allow biased 
opinions so that the review itself become untruthful [4]. This phenomenon is called review bombing. Review bombing 
often occurs where users review only to drop or raise the image of a product instead of reviewing the product sincerely 
[4]. A game that has been review bombed has high frequency of extreme sentiment (eg, “Very Good” / “Very Bad”) and 
can cause customer to be manipulated on the perception of the product [5]. It is however isolated to one case of game 
and other method of research conducted on overall Steam review, detected many abnormal review so that the 
interpretation of sentiment is not clear [4]. Moreover, study in spam detection review in Steam is not yet fully explored.  

Previous research has conducted an effort to detect false opinions on e-Commerce review. The e-Commerce 
review data has been classified using the Support Vector Machine classification method [6]. In the next study, four 
features are extracted and used for the classification of fake reviews. Those four features are Sentiment Feature, 
Content Feature, Metadata Feature, and Profile Feature. The recognition rate obtained in this study is 74.46% [7]. In 
other study, the level of performance is also influenced by the source of the lexicon dictionary obtained from 
SentiWordNet to provide a score for three sentiments, namely positive, negative, and objective. This activity score is 
used as the value of the Sentiment Feature in the classification as a binary representation of the level of polarity and 
objectivity [8]. However, using term weighting only would not obtain high predictive accuracy. According to another 
research of sentiment analysis with the Support Vector Machine method and lexicon based features [9][10], word 
weighting with Term Frequency-Inverse Document Frequency (TF-IDF) can increase accuracy from 60% to 84.6%. It 
can be concluded that combining weighting and lexicon features can cover the weaknesses of each feature to produce 
better accuracy. 
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Based on the limitation of the previous study, authors decided to use the Support Vector Machine (SVM) method 
to classify fake reviews assisted by lexicon-based features and TF-IDF word weighting. The combination of lexicon-
based feature and TF-IDF word weighting is to provide the classification with better accuracy. SVM is an abstract 
machine learning algorithm that learns from training data sets and tries to generalize and make precise predictions 
based on new data [11]. Determination of the features of the classification process is done by lexicon-based, namely 
the process of selecting words in a document based on an existing lexicon/dictionary [12]. There are two dictionaries 
used, namely a dictionary with a collection of positive sentiment words and a dictionary with negative sentiment words 
[13]. Word weighting is a step that sorts documents using a vector space model representation of a data set [14]. 
Documents in the vector space model are represented in a matrix containing the word weights in the document [14]. 
The weight expresses the importance of the word to a document and a collection of documents [14]. The importance of 
this word can be seen from the frequency of occurrence of the word in the document [14]. By using the SVM method, 
the lexicon that has been determined can be trained with word weight values and then made into a model that can be 
used for the classification of fake reviews made [15]. 

By doing this research, it is hoped that the results of the support vector machine classification with the influence 
of lexicon-based features in the classification of fake game reviews will be known. It is hoped that the results of this 
study can be used as a reference for Steam users in determining the truth of a review. 
 
2. Research Method 

This study uses the following stages: 1) data collection; 2) text preprocessing; 3) term weighting; 4) features 
extraction with lexicon and directly from dataset; 5) classification model creation with SVM to determine fake reviews 
and 6) dashboard setup. 
 
2.1 Data Collection 

In this study, the data collection technique was to utilize the Steamworks API which had been provided by Steam 
itself to obtain review data [4]. The review data taken is sourced from the Fallout 76 game because it is assessed that 
the number of positive and negative sentiments is balanced with the overall category of mixed reviews [16]. The data 
needed in the classification process later is the review text, the reviewer's playing time when giving a review, the length 
of the review text, and the number of likes from other users for the reviews made [3]. As well as for the parameters of 
the data collected is English language review data with the most helpful category. The data finally obtained amounted 
to the last 1000 reviews per October 2020. 

At the dataset design stage, manual review classification is carried out based on predetermined classes, namely 
True and False [1]. This classification is done by 3 people who are familiar with Steam reviews, with the final labeling 
results for each review taken from the majority of the classes determined by the examiner [17]. To be able to label each 
review text based on a predetermined class, each class has an explanation and description which can be seen in Table 
1. 

     Table 1. Review Labels Description 

Labels Description 

True 

This class contains product-
relevant reviews, benefiting 

readers by providing reasons for 
the sentiments given. 

False 

This class contains reviews that 
have little or no relevance to the 

product, do not benefit the reader 
because they do not give reasons 

for the sentiments given. 

 
2.2. Text Preprocessing 

It is necessary to do a text preprocessing process or text pre-processing before processing the review dataset in 
order to make it easier for the algorithm to classify the text [18][19]. Here are some steps that go into text processing 
[20]: 1) Tokenization, the first step involves selecting the unit of text to be analyzed and separating the text based on 
the unit of analysis. This unit can be a word, but in some cases, it may be a group of words or phrases. In its 
implementation will use the tokenize library from NLTK to separate words in review documents; 2) Cleansing, a process 
to standardize text by converting all words into lower case and then cleaning the text from elements that are not needed 
or have no influence in text processing such as the use of symbols and emoticons in the text; 3) Stop Words Removal, 
stop words can be omitted at this stage because they do not signify any importance in understanding the meaning of 
the word; 4) Stemming and Lemmatization, the final step in the pre-process is transforming the word into its basic form. 
Stemming removes suffixes to reduce vocabulary size. Meanwhile, lemmatization is similar to stemming but involves 
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information related to the word class of a term. Both methods combine words that contain the same root word into one 
token because words that have the same root word also have similar meanings. Each stage will remove unnecessary 
information from the text to further standardize the data. Thereby, reducing the number of dimensions in the text dataset 
[19]. 
 
2.3 Term Weighting 

Term Weighting is a step that ranks documents using a vector space model representation of a data set [18]. 
Documents in the vector space model are represented in a matrix containing the word weights in the document [18]. 
The weight expresses the importance of the word to a document and a collection of documents [18]. The importance of 
this word can be seen from the frequency of occurrence of the word in the document [18]. One of the word weighting 
methods that is often used is the Term-Frequency Inverse Document Frequency (TF-IDF) which is the value of the 
occurrence of words in the document offset by the repetition of the word throughout the document [21]. The value of 
word occurences is calculated by Equation 1 and the repetition is calculated in Equation 2. Both equations are then 
calculated in Equation 3 to determine the value of TF-IDF. 

 
𝑇𝐹(𝑑, 𝑡) = 𝑓(𝑑, 𝑡) (1) 

  

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔(
𝑁𝑑

𝑑𝑓(𝑡)
) (2) 

  
𝑇𝐹. 𝐼𝐷𝐹(𝑑, 𝑡) = 𝑇𝐹(𝑑, 𝑡)𝑥𝐼𝐷𝐹(𝑡) (3) 

 
For example, it can be seen in Table 2 using the available dataset. 
 

Table 2. Term Weighting Example 

Term Doc. 1 Doc. 2 Doc. 3 Doc. 4 

issue 0.6 0 0 0 
fun 0.6 0 0 0 

friend 0.3 0 0 0.3 
sale 0.3 0 0 0.3 

update 0 0.6 0 0 

 
2.4 Features Extraction 
2.4.1 Lexicon Based Features 

To carry out the Sentiment Feature (SF) examination, a dictionary / word lexicon that has been defined previously 
is used to determine the polarity and subjectivity weights of each review text document [7]. This lexicon itself is taken 
by utilizing the TextBlob library from NLTK, in which the library has provided a function to predict the polarity and 
subjectivity values of a text [22] [23]. The rating range itself is worth -1 to 1 for polarity where -1 is the most negative 
sentiment and 1 is the most positive sentiment, while for subjectivity it is 0 to 1 where the higher the value, the higher 
the level of subjectivity [24]. Example result of this feature extraction can be seen in Table 3. 

 
Table 3. Example of Lexicon Based Features Extraction Result  

Review Text Polarity Subjectivity 

The game has its issues, but 
overall is fun. especially, with 
friends. However, I would wait 

for a sale. 

-0.02 0.4 

 
2.4.2 Non-Lexicon Features 

The feature extraction process carried out is for three other features that are used to identify fake reviews, namely 
Content Feature (CF), Metadata Feature (MF), and Profile Feature (PF) [7]. For CF the data taken is the number of 
likes from other users on the reviews [17]. Then, for MF, it is obtained from the length of the text in each review [17]. 
Meanwhile PF feature is taken from the value of the length of time played by users who make reviews [17]. The three 
values of the features obtained will then be normalized using the min-max method to facilitate the next classification 
process. Example result of this feature extraction can be seen in Table 4. 
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Table 4. Example of Non-Lexicon Features Extraction Result Normalized 

Review Text CF MF PF 

The game has its issues, but 
overall is fun. especially, with 
friends. However, I would wait 

for a sale. 

0.09 0.01 0.06 

 
2.5 Classification Model using SVM 

Support Vector Machine or abbreviated as SVM is an abstract machine learning that learns from training data 
sets or training data and tries to generalize and make correct predictions on new data [11]. SVM is used to find the best 
hyperplane by maximizing the distance between classes. Hyperplane itself is a function that can be used to separate 
between classes. For functions that are in two dimensions of classification, the separator that is sought is whereas line, 
which is a dividing line between the two classification classes. Illustration of SVM can be seen in Figure 1. 
 

 
Figure 1. Hyperplane Illustration of SVM 

 
To perform the classification, the entire dataset will be divided into two parts [15]. The first part is training data 

which is review data that has been manually labeled and the second part is test data which will be classified by class 
label by the Support Vector Machine classifier. Specifically, the SVM Kernel used in this study is Linear with assistance 
of LinearSVC function in Python scikit.learn library and the parameters used for the training purpose are C = 1.0, 
maximum iteration of 1000, multi-class strategy is one versus rest and random state of 109 which are all default 
parameters for LinearSVC. The distribution of data is 70% for training data and 30% for test data. It is shown in empirical 
analysis that the best result for testing is 20%-30% of the actual data, because the value is close to the v-fold cross 
validation which often gives the best results [25]. 
 
2.6 Dashboard Setup 

After the classification model has been obtained, a dashboard will be made to deploy the model and display the 
classification result information that can later be used by Steam users as supporting information in their purchases. The 
dashboard is made using Anvil, a python web framework that can easily configured to work with data science notebook. 

For user dashboard pages as seen in Figure 2 and Figure 3, start with the search field at the top of the page. In 
Figure 2 (a), users can enter the ID of the game they want to search. This search can be based on several selectable 
query sorting parameters. Users can choose the model to be used for classification. These models are models that 
have been trained furthermore by the admin after a lot more of classification data is generated by user and it is based 
on the initial model that was the result of this research. Users can also view the accuracy, precision, recall, and f-
measure metrics for each model. After the user presses the search button, the first part that will be displayed is the 
general information of the game being searched for. In Figure 2 (b),  this section contains the title of the game, release 
date, brief description, current price, and a link to purchase it directly on Steam. In addition, there is also information 
about the overall number of reviews on the game and the number of reviews that users query. Next is the section that 
contains information about how many reviews are categorized as valid and spam which is displayed with a bar chart so 
that users can easily see a visualization of the comparison as shown in Figure 3 (a). The classification map section 
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contains information about the category of review recommendations in the classification class as shown in Figure 3 (b). 
This is useful for users who want to see how many positive and negative recommendations are in each class. The next 
section is a review table sorted by the number of upvotes and playtime. 

 

 
(a) 

 
(b) 

Figure 2. Search Bar and Search Result of User Dashboard 
 

 
(a) 

 
(b) 

Figure 3. Classification Result of User Dashboard 
 

In the admin dashboard, there are several more sub-sections that are separated based on their respective 
functionality. The first is the Review List page shown in Figure 4, which is the section that displays the results of review 
queries from users that have been entered into the database. The reviews in this database can be retrained using a 
classifier into a new model, so that it is expected to further increase the level of prediction accuracy. The next section 
on the admin dashboard is the Search Review as seen in Figure 5 (a), whose features are similar to the user dashboard. 
The query results from the Search Review page can be directly trained by the classifier to get a new model as well as 
on the Review List page. However, the dataset being trained is the review data on this page, not mixed with user query 
data in the database. In Figure 5 (b) is the last section on the admin dashboard is the Model List page. This page 
displays all the models that have been saved by the admin. Admin can compare which model performs best and decide 
to use that model as the default classifier on the user dashboard. 
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Figure 4. List of Review on Admin Dashboard 

 

 
(a) 

 
(b) 

Figure 5. Review Search Bar and Classification Model List on Admin Dashboard 
 
3. Results and Discussion 

To ensure that the classification carried out by the method can predict correctly, it is necessary to evaluate it with 
an assessment metric. There are several quality measurement metrics that are usually used for binary classification 
problems, including accuracy, precision, recall, and f-measure [26]. Accuracy itself is the ratio of the true class compared 
to the total amount of data which can be calculated using Equation 4. Precision is the ratio of positive correct predictions 
to the overall positive prediction results shown in Equation 5. Recall is the ratio of positive true predictions compared to 
the overall positive value of the actual data as seen in Equation 6. F1-score, which is a weighted comparison of the 
average precision and recall which shown in Equation 7. 

To calculate the value of the four classification accuracy parameters, a confusion matrix must first be created 
containing the values of TP (True Positive), FP (False Positive), FN (False Negative), and TN (True Negative). These 
four values will later be calculated to get the Accuracy, Precision, Recall, and F1-score values. After calling the 
confusion_matrix function from the scikit learn library, the matrix is obtained as shown in Table 5. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑁 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙𝐷𝑎𝑡𝑎
 (4) 

  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

  

𝑟𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 

  

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 
2(𝑟𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (7) 
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Table 5. Confusion Matrix Result 

  Prediction 

  Valid Fake Review 

Actual 
Valid 90 29 

Fake Review 15 102 

 
As can be seen in Table 5, the value of True Positive and True Negative is fairly high compared to the False 

Positive and False Negative. This shows that the prediction accuracy in general looks good, but to prove it, we will see 
by calculating the parameter values of accuracy, precision, recall, and f1-score. To find these values, scikitlearn library 
from Python was used which can calculate these values by using the classification_report function. The results of this 
function call can be seen in Table 6. 

 
Table 6. Accuracy, precision, recall, and f1-score result 

Classification Accuracy Precision Recall F1-Score 

Valid - 0.85 0.75 0.80 
Fake Review - 0.78 0.87 0.82 

Average 0.81 0.82 0.81 0.81 

 
The higher precision value is found in the Valid Review class with a value of 0.86, this means that the Valid 

Review value with the correct prediction has a higher ratio than the Opinion Spam value, which has the correct 
prediction. Unlike the case with recall, where the Opinion Spam class shows a higher value at 0.87. This shows that the 
Opinion Spam class has a higher correct prediction when viewed from the overall actual data which is actually False 
compared to the Valid Review class. The f1-score values for both classes are also good at 0.80 and 0.82 plus good 
accuracy at 0.81 or 81% of classifying overall reviews indicate that the classifier used has worked well in predicting 
class classification from the review data. This result is expected within 70% - 80% SVM accuracy from previous research 
which compare different methods on opinion spam classification [27]. In fact, when comparing accuracy of text-based 
feature on the previous research, the proposed method of this research is better in term of accuracy of 81% as opposed 
to the former at 71%. 
 
4. Conclusion 

Implementation of the Support Vector Machine method in this study which was carried out in combination with 
lexicon-based feature retrieval and weighting of Term Frequency – Inverse Document Frequency (TF-IDF) can be a 
solution in classifying fake reviews. From 236 test data classification performed, 90 were classified as true valid review 
and 102 classified as true opinion spam. The data classification model using the Support Vector Machine produces an 
accuracy of 81%. This classification model is then deployed into a dashboard in web based application for widespread 
use by Steam users to help solve the initial problem of identifying fake review on the platform. 
 
Notation 

𝑓(𝑑, 𝑡)   : number of occurrences of term 𝑡 in document 𝑑. 

𝑇𝐹(𝑑, 𝑡) : term frequency of term 𝑡 in document 𝑑. 

𝑑𝑓(𝑡)   : number of documents containing term 𝑡. 

𝑁𝑑   : number of documents 

𝐼𝐷𝐹(𝑡)   : inverse document frequency of term 𝑡 in all of documents. 

𝑇𝐹. 𝐼𝐷𝐹(𝑑, 𝑡) : term frequency – inverse document frequency of term 𝑡 in document 𝑑. 
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