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Gold has an important role in worldwide economics. Gold is not only used in 
jewelry but also can be a good deal for investment however several factors can 
affect the fluctuation in gold which can make the risk of investing in gold is 
bigger for many people. Therefore, it is very important to predict the gold price 
for people who invest in gold to help reduce the investment risk. This study 
implemented a hybrid method from Convolutional Neural Network (CNN) and 
Long Short-Term Memory (LSTM) with tuned hyperparameters. CNN can 
extract useful knowledge and learn the internal representation of time-series 
data, and LSTM networks will identify short-term and long-term dependencies 
effectively. Those algorithms were combined in order to predict the gold price 
in daily time frame and weekly time frame with testing ratio 40% and testing 
ratio 20%. The best result obtained in the daily time of testing ratio 40% with 
RMSE 13.67953 and MAE 9,40998, while in testing ratio 20% has RMSE 
15,53199 and MAE 10,32953. In weekly time has obtained the RMSE 
37,59087 and MAE 28,01416 for testing ratio 40% while in testing ratio 20% 
the result was RMSE 32,68774 and MAE 22,65841. Those results have 
showed that CNN-LSTM model with tuned hyperparameters could predict the 
trend of daily time frame gold price. 

 
1. Introduction 

Gold is a global commodity in economic and currency markets. Gold is not only used in jewelry decoration and 
beautification but also has an important role in industries as a raw material [1]. The importance of gold makes gold a 
good deal for investment. Investing in gold has proven useful as a form of protection against economic instability [2]. 
History shows, when some countries had problems with the Balance of Payment they used gold as a protection against 
loans [3]. The price of gold is also having an important part of the world economy. The moment equities and bonds have 
a poor performance, gold becomes a good alternative to invest and get financial protection [4], but the fluctuation of 
gold price can increase the investment risk in gold [4]. Several factors can affect the fluctuation of the gold price, such 
as the exchange of the dollar, the cost of gold production, inflation, monetary policy, and geopolitics [5][6]. The 
fluctuation of gold price caused by the changes in the price of gold can produce large profits or significant losses for 
investors [7]. Therefore, the prediction of the gold price will be very important for investors in determining investment 
plan or policy to be chosen. 

In the last two decades, gold price prediction which is a time series problem has been explored by many 
researchers. They used many methods, from statistical models to a modern way such as the machine learning method. 
Auto Regressive Moving Average (ARIMA) was applied by Nambier et al. to predict the gold price [8], but ARIMA has 
the pre-assumed linear from the model as the limitation. During the implementation of machine learning is getting 
popular, Dubey has developed and compared Support Vector Regression (SVR) and Adaptive Neural Fuzzy Inference 
System Learning to predict the gold price, the result was SVR method had a better ability to predict than ANFIS [9].  

Deep Learning has extensive attention recently in the field of time-series prediction. In recent years, many studies 
also used deep learning to handled time-series prediction problems, a method called Back Propagation Bidirectional 
Extreme Learning Machine (BP-BELM) was applied by Zou and Xia in order to predict traffic flow, that method can 
obtain a 24,1797 RMSE score and more efficient than Bidirectional Extreme Leaning Machine (BELM) [10]. Zheng et 
al. has developed an algorithm called Deep Belief Network (DBN) to predict exchange rate in INR/USD and CNY/USD, 
the result was 0,0073 for INR/USD forecasting and 0,0017 for CNY/USD in MAPE score [11]. The study from Zahrah 
et al. using LSTM to predict Foreign Exchange Rate in COVID-19 pandemic, the results are 0,00624 RMSE in daily 
price and 0,00135 in 1-hour price [12]. Deep learning can deal with the nature problem and noise of time-series 
prediction to produce more accurate prediction [5], however selecting optimum hyperparameter is one of the main 
challenges in applying deep learning. Determine optimum hyperparameter can produce a model that performed better 
than untuned parameters [13]. Tuning hyperparameter is also often more important than choosing an algorithm [14]. 
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The previous research by Liviries et al. used a hybrid method between Convolutional Neural Network and Long 
Short-Term Memory (CNN-LSTM) to predicting multivariate daily gold price [5]. The result shows that CNN-LSTM has 
a better performance than SVR, Feed Forward Neural Network (FFNN) and LSTM in predicting gold. The data from 
previous was obtained from the Finance Yahoo website. The advantage of CNN can extract useful knowledge and learn 
the internal representation of time-series data, and LSTM networks will identify short-term and long-term dependencies 
effectively. Those advantages can lead to a good prediction in gold price time-series prediction, but it is necessary to 
determine what are the optimum hyperparameters in model CNN-LSTM that can lead to increase performance. The 
problem discussed in this research is how to identify the optimal hyperparameter in CNN-LSTM to predict the fluctuating 
gold price. 

This research focuses on implementing the CNN-LSTM algorithm with tuned hyperparameters. The CNN-LSTM 
model from the previous research if observed closely used the fixed number of hyperparameters [4]. The contribution 
of this research is finding the best hyperparameters in the CNN-LSTM model that can predict the fluctuating gold price 
with tuning in batch size, LSTM unit, and using early stopping function. The study aimed to make the CNN-LSTM model 
perform better than the previous research [4]. With the best hyperparameters, it is expected the optimal result to predict 
the gold price to help people who want to invest in gold avoid losses. 

 
2. Research Method 
2.1 Split Data 

The data used in this research are 4175 for daily prices and 835 for weekly prices. Those data are from the years 
2005 until 2021 in USD rate and obtained from the World Gold Council website, the data is in univariate form. World 
Gold Council using LBMA Gold Price, as well as several regional prices. The LBMA Gold Price is used as an important 
benchmark throughout the gold market and the other regional gold price is important for local markets. Some examples 
of the data are shown in Table 1. The data is split into train data and test data. There are two ratios data that are used 
in this research, the first is 40% testing ratio and the second is 20% ratio. 

 
Table 1. Examples of Gold Price Data 

Date Daily Price  Date Weekly Price 

2005-03-28 425.15  2005-04-01 427.15 
2005-03-29 426.10  2005-04-08 425.20 
2005-03-29 426.45  2005-04-15 424.60 
2005-03-31 427.50  2005-04-22 434.60 
2005-04-01 427.15  2005-04-29 435.70 

 
2.2 Pre-Processing Data 

Pre-processing data is a process after split data was done. Data normalization is applied in train data and test 
data to improve the prediction accuracy [15]. Data normalization also avoids the differences range of the values that 
are too far away, because the values that are too far will not have much influence on the result from the model [16]. 
Data normalization in this research using Min-Max Scaling, Equation 1 shown the calculation behind Min-Max Scaling 
[17] where �̂� is data result from normalization, 𝑥 is data that will be normalized, 𝑚𝑎𝑥(𝑥) is the maximum value from all 

data, and 𝑚𝑖𝑛(𝑥) is the minimum value of all data. Data train and data test after normalization process are transformed 
into the shape input of CNN-LSTM, which are input data (feature) and output data (label). The 4 price rows data of gold 
price become input data, while one row afterward becomes output data. 

 

�̂� =
𝑥 − 𝑚𝑖𝑛(𝑥)  

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
 (1) 

 
2.3 Convolutional Neural Netwok – Long Short-Term Memory (CNN-LSTM) 

Convolutional Networks (CNN) is Neural Network that is created to produce pattern from an image [18]. Deep 
learning can manipulate features automatically, so it is not necessary to feature extraction models which are often 
complicated [19]. Deep Learning is divided into 4 parts, Deep Unsupervised Learning (DUL), Deep Supervised Learning 
(DSL), Deep Semi-Supervised Learning (DSSL), and Deep Reinforcement Learning (DRL) [20]. Based on those 4 parts 
of deep learning, this research using CNN as Deep Supervised Learning because we split data into train and test.  

The parameters of the Convolutional Layer consist of the number of filters (kernels), filter length, and a small set 
of neurons. While the learning process of the neuron, each filter performs a dot product calculation between the filter 
itself and the dataset (1D or 2D), that process caused the networks to learn the input data while detecting some specific 
features such as the characteristics, spatial position, and weight distribution [21]. 

Max Pooling Layer is usually used in CNN to reduce the amounts of parameters (training weight and filters) and 
features. Max Pooling Layer will choose the maximum value from a field covered by Pooling Layer [22]. The output of 
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the Max Pooling Layer will be calculated in Fully-Connected Layer using the equation shown in Equation 2. Where 𝑦𝑗 

is output from Fully-Connected Layer in 𝑗𝑡ℎ neuron, while n is the length from input data 1D (x); 𝑤𝑖,𝑗 is weight neuron 

between 𝑖𝑡ℎ input value and 𝑗𝑡ℎ neuron and 𝑏1 is bias [21]. 
 

𝑦𝑗  =  ∑ 𝑤𝑖,𝑗𝑥𝑖 +  𝑏1

𝑛

𝑖=1

 (2) 

 
Long Short-Term Memory (LSTM) is one of the Recurrent Neural Networks (RNN) which can learn a long-term 

dependence through the utilization of the connection. RNN is trying to solve the memory shortage problem in Feed-
Forward Networks which causes poor performance on time-series problems [5]. However, because RNN has a 
Vanishing Gradient, an LSTM was created. LSTM used memory cells and gate units in its architecture. The gate unit 
consists of several gates, such as Input Gate, Forget Gate, and Output Gate. The input that will be added to the Cell 
State and only stores the information needed, while the gate that determines the output is Output Gate [23]. LSTM 
structure is as shown in Figure 1. 

 

 
Figure 1. Long Short-Term Memory Structures 

 

Equation 3 is a formula of Forget Gate. Forget Gate will forget information that is not needed and keep important 
and useful information. Equation 4 is an Input Gate formula. Input Gate will put in new information from the current input 
value. Equation 5 is a formula of hidden state candidates which is calculated based on previous hidden state and current 
input. Equation 6 is an Output Gate formula which is a gate that chooses what output is. Equation 7 and Equation 8 are 
formulas for hidden state and cell state, where * shows the elements multiplication. Equation 9 is a formula for the 
sigmoid function. Equation 10 is a formula for Hyperbolic activation. In Equation 2,3,4,5,6,7 t stand for time. The input 
to the LSTM unit which x in Equation 2,3,4,5,8,9. W and b are weights and bias vectors in Equations 2,3,4,5 [24]. 

 
𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑥𝑡 +  𝑊ℎ𝑓ℎ𝑡−1 + 𝑏𝑓) 

 
(3) 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑥𝑡 +  𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖) 
 

(4) 

𝑔𝑡 = tanh(𝑊𝑥𝑔𝑥𝑡 +  𝑊ℎ𝑔ℎ𝑡−1 + 𝑏𝑔) 

 
(5) 

𝑜𝑡  = 𝜎(𝑊𝑥𝑜𝑥𝑡 +  𝑊ℎ𝑜ℎ𝑡−1 + 𝑏𝑜) 
 

(6) 

𝑐𝑡  = 𝑔𝑡 ∗ 𝑖𝑡 + 𝑐𝑡−1  +  𝑓𝑡  
 

(7) 

ℎ𝑡  = 𝑜𝑡  ∗  tanh(𝑐𝑡) 
 

(8) 

𝜎(𝑥) =
1

1 +  𝑒−𝑥
 

 
(9) 

tanh(𝑥) = 2𝜎(2𝑥) − 1 (10) 
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CNN-LSTM is a hybrid algorithm of the Convolutional Neural Networks (CNN) and Long Short-Term Memory 
(LSTM) methods. Convolutional later can extract knowledge that is useful in studying the internal representation of time-
series data., while LSTM is effective for identifying short-term and long-term dependencies. The advantage of these 
two methods, a merger is carried out [5]. CNN-LSTM architecture is as shown in Figure 2. 

 

 
Figure 2. CNN-LSTM Model Architecture 

 
The CNN-LSTM model consists of two main components, namely Convolutional Layer as the main component 

where mathematical operations are carried out to develop input data features, while the second main components make 
use of the features generated by LSTM and Dense Layer [5].  Adaptive Moment Estimation (Adam) is also applied as 
an optimizer. Adam algorithm is easy to implement and has good computational efficiency. Apart from that, Adam 
algorithm does not require a large amount of memory and is suitable for solving many data or parameter problems [25]. 
The effectiveness of Adam on CNN is proven to be able to provide a small cost to the training process [26]. In addition 
to CNN, Adam can also be applied to LSTM to optimize loss functions [23]. The CNN-LSTM model in this research also 
used Early Stopping function in order to avoid choosing epoch manually. 
 
2.4 Training Process 

The training process in this research using a Convolutional Layer with 64 filters and a Convolutional Layer with 
filter 128 those two layers using kernel size = 2, Max Pooling Layer with pool size = 2, a LSTM Layer and Fully 
Connected Layer. In CNN and LSTM using activation ReLu. ReLu is one of the most used activation functions since it 
learns data farther in a network with many layers [17]. The hyperparameter is then selected to become the 
hyperparameter set for the training process using CNN-LSTM. The hyperparameter candidates are shown in Table 2.  

 
Table 2. Hyperparameter Candidates for CNN-LSTM Model 

Hyperparameter Value 

Number of Batch Size [128, 256, 512] 
Number of LSTM Unit [100, 200, 300] 

 
The training process also used Adam as an optimizer and Early Stopping function. The training process has been 

done by two processes. The first process used 60% train data, while the second process used 80% train data for each 
time frame data, daily and weekly. The result of the training process is the CNN-LSTM model which will be used in the 
testing process.  
 
2.5 Testing Process 

The Testing process is carried out by using the test data from the split data as a dataset for the CNN-LSTM model 
obtained from the training process. The testing process has been done by two processes, the first process is using 40% 
data test, while the second process using 20% data test for each time frame data, daily and weekly. The result of testing 
process is a predictable gold price. Detailed system design for all processes can be found in Figure 3. 
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2.6 Performance Evaluation 
Performance evaluation from the proposed model will be evaluated using Root Mean Square (Error) and Mean 

Absolute Error (MAE). The measurement of a model's performance can be measured using RMSE which is usually 
used as the standard metrics. RMSE is widely used in predictive modeling in verifying the results obtained from the 
modeling. The closer RMSE value to 0, the model being measured for performance can be said to be good [27], the 
same thing happened in MAE. Detailed formulations can be found in [5] for RMSE and MAE. 
 

 
Figure 3. CNN-LSTM Gold Price Prediction System Design 

 
3. Results and Discussion 

The training process has been done to get the best hyperparameter in batch size and LSTM unit for each data 
ratio. In purpose to obtain the right data ratio for model CNN-LSTM shown in Figure 2, we conduct experiments in daily 
time frame and weekly time frame, those time frame also tested with different testing ratio which are 40% testing ratio 
and 20% testing ratio. 

 
3.1 Best Hyperparameter Daily Time Frame 

Table 3 shows the error performance result of CNN-LSTM model in daily time frame. The best hyperparameter 
in testing ratio 40% for daily time frame is 256 batch sizes, 100 LSTM units and 388 epochs with RMSE 13,67953 and 
MAE 9,40998, while in the testing ratio 20% the model with 512 batch sizes, 300 LSTM units and 458 epochs become 
the best hyperparameter with RMSE 15,53199 and MAE 10,32953. The use of 512 batch sizes has bigger result than 
the other batch size in testing ratio 40%, while in testing ratio 20% it has not happened. The number of epochs is 
decreasing when using the bigger batch size in testing ratio 40%, while in testing ratio 20% it has not happened. That 
also indicates a faster model CNN-LSTM when using the bigger batch size. 

 
Table 3. Error Performance Results of CNN-LSTM Model in Daily Time Frame 

Batch 
Size 

LSTM 
Unit 

Testing Ratio 40% Testing Ratio 20% 

Epoch RMSE MAE Epoch RMSE MAE 

128 100 328 14,83775 10,28374 243 15,78465 10,60598 
128 200 205 14,80532 10,46320 166 18,02917 12,47424 
128 300 204 14,80813 10,10875 147 16,04103 10,68298 
256 100 388 13,67953 9,40998 390 15,89670 10,70721 
256 200 380 15,24165 10,79648 298 16,04112 10,92605 
256 300 377 14,21339 9,77594 309 17,11259 11,95636 
512 100 54 18,04599 12,81577  673 16,01128 10,87941 
512 200 51 17,95656 12,74110 47 20,72584 13,96864 
512 300 49 18,01348 12,78120 458 15,53199 10,32953 
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3.2 Best Hyperparameter Weekly Time Frame 
The error performance of the CNN-LSTM model in weekly time frame is shown in Table 4. The best 

hyperparameters in testing ratio 40% is 512 batch sizes, 300 LSTM units and 66 epochs with RMSE 37,59087 and MAE 
28,01416. In testing 20%, the best hyperparameter is 128 batch sizes, 100 LSTM units and 479 epochs with RMSE 
32,68774 and MAE 22,65841. Table 4 shows the result affected by LSTM unit, the bigger LSTM unit used the smaller 
result obtain in testing ratio 40%, while it has not happened in testing ratio 20%. The use of 512 batch size has a bigger 
number of epoch than the other number of batch size just in testing ratio 40%. 

 
Table 4. Error Performance Results of CNN-LSTM Model in Weekly Time Frame 

Batch Size LSTM Unit 
Testing Ratio 40% Testing Ratio 20% 

Epoch RMSE MAE Epoch RMSE MAE 

128 100 46 38,55176 28,71913 479 32,68774 22,65841 
128 200 39 38,12133 28,43629 301 32,85492 22,75110 
128 300 42 38,01949 28,32035 404 33,07555 23,24337 
256 100 49 39,01046 29,03865 735 32,61283 22,74638 
256 200 47 38,56566 28,72874 67 38,93458 26,86441 
256 300 55 38,36413 28,61409 70 38,75133 26,75463 
512 100 68 43,02718 31,60975 70 41,31657 29,10652 
512 200 63 41,83229 30,85900 131 39,46210 27,59952 
512 300 66 37,59087 28,01416 68 39,72639 27,76307 

 
3.3 Model Comparison 

When comparing the CNN-LSTM model in daily time frame, the performance of CNN-LSTM with testing ratio 
40% is mostly better than the performance of CNN-LSTM with testing ratio 20% especially in batch size 128 and 256 
no matter the number of epochs. The different results happened in weekly time frame, the performance of CNN-LSTM 
with testing ratio 20% mostly has a better performance than the testing ratio 40%, especially in batch size 128. The best 
score in daily 13.67953 for RMSE and 9,40998 for MAE, while the best score in weekly time frame 32,68774 for RMSE 
and 22,65841 for MAE. As a result, based on Table 3 and Table 4, the CNN-LSTM model in daily time frame has the 
better result than weekly time frame, this can be caused by the different amount of total data in daily time frame and 
weekly time frame, this reason supported by the result on Table 4 that describes the use of testing ratio 20% better than 
testing ratio 40%, it makes sense because the total data in weekly time frame not many as total data in daily time frame, 
so to predict the gold price in weekly time frame need more training ratio.  

The state of the art is shown in Table 5 and Table 6. Table 5 shows the performance of our model compared to 
the other model for predicting gold price with different testing ratios. The model of CNN consists of 64 filters with kernel 
size 2 and fully connected layers 24 with batch size 256 while the model of LSTM consists of 2 LSTM layers with 100 
LSTM units for each layer, the number of batch size is 128 for testing ratio 40% and 256 for testing ratio 20%. All the 
models we compared using early stopping function. Based on the result in Table 5, CNN-LSTM has a better 
performance than the other model in testing ratio 40% while in testing ratio 20% CNN-LSTM is better than CNN. This 
implies that CNN-LSTM has a better performance for predicting daily gold price than other prediction methods. 

 
Table 5. Perfomance Comparison with Other Model Prediction 

Model 
Testing Ratio 40% Testing Ratio 20% 

RMSE MAE RMSE MAE 

CNN 21,20573 15,03605 21,94643 14,98170 
LSTM 18,64879 13,40581 15,18284 10,05871 

CNN-LSTM 13,67953 9,40998 15,53199 10,32953 

 
Table 6 shows the comparison of our CNN-LSTM model with the model CNN-LSTM from previous study [4]. The 

model from the previous study was built without an early stopping function. The previous study model we called CNN-
LSTM1 and we called our model CNN-LSTM2. The use of the early stopping function will give the advantage to not 
determine the epoch manually and stop the training process when there is no improvement in the training process, so 
it can lead us to get the best model. Table 6 shows our model CNN-LSTM1 by applying the best hyperparameters has 
a better performance in predicting daily gold price with different testing ratios. In 40 % testing ratio our model has RMSE 
13,67953 and 9,40998 MAE while in 20% testing ratio our model has RMSE 15,53199 and MAE 10,32953. In testing 
ratio 40% our model reduces the error by 25% in RMSE and 28% in MAE, while in testing ratio 20% our model reduces 
the error by 19% in RMSE and 20% in RMSE. This indicates that the model CNN-LSTM with tuned hyperparameter in 
LSTM unit and batchsize has a better performance than previous study. The use of the early stopping function also 

https://creativecommons.org/licenses/by-sa/4.0/


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 
 

Cite: Krisna Gita Santika, I. W., Sa’adah, S., & Yunanto, P. E. (2021). Gold price prediction using Convolutional Neural Network-Long Short-Term 
Memory (CNN-LSTM). Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control, 6(3). 
https://doi.org/10.22219/kinetik.v6i3.1253 
 

  

  
 

237 

helps to avoid the overfitting that happened in the model and make the performance of CNN-LSTM better than previous 
study. 

 
Table 6. Performance Comparison with Other Model CNN-LSTM 

Model 
Testing Ratio 40% Testing Ratio 20% 

RMSE MAE RMSE MAE 

CNN-LSTM1 18,40281 13,11903 19,28486 12,94614 

CNN-LSTM2 13,67953 9,40998 15,53199 10,32953 

 
4. Conclusion 

Gold price prediction using the CNN-LSTM model was implemented in historical data to predict the trend of the 
gold price. The best hyperparameter was obtained in daily time frame, the parameters are 256 batch sizes, 100 LSTM 
units and 388 epochs with RMSE 13,67953 and MAE 9,40998 in testing ratio 40%, while in testing ratio 20% the 
parameters with 512 batch sizes, 300 LSTM units and 458 epochs become the best hyperparameter with RMSE 
15,53199 and MAE 10,32953. In weekly time frame obtained parameters with 512 batch sizes, 300 LSTM units and 66 
epochs with RMSE 37,59087 and MAE 28,01416 become the best hyperparameter in testing ratio 40%, while the best 
parameters of testing ratio 20% were the parameter with 128 batch sizes, 100 LSTM units and 479 epochs with RMSE 
32,68774 and MAE 22,65841. The model CNN-LSTM in daily time frame gave a better result than the daily time frame. 
It can occur because the amount of train data in daily time frame is bigger than the amount of train data in weekly time 
frame.  

The results show that CNN-LSTM that is tuned with the best hyperparameters and early stopping function has 
predicted the trend of gold price with improvement in reducing metrics error compared to model CNN-LSTM from 
previous study. In testing ratio 40% our model reduces the error by 25% in RMSE and 28% in MAE, while in testing 
ratio 20% our model reduces the error by 19% in RMSE and 20% in MAE. The results also show that tuning in batch 
size, LSTM unit and early stopping affected the model that led to improvement in metric error.  Our research made our 
model is prospective to be used in predicting gold price, especially in daily time frame. In the future, building a more 
complex model or using the other tuning parameter technique could help to improve the performance of the model to 
predict the trend of gold price. 
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