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Brain tumor has been acknowledged as the most dangerous disease through 
all its circles. Early identification of tumor disease is considered pivotal to 
identify the spread of brain tumors in administering the appropriate treatment. 
This study proposes a Convolutional Neural Network (CNN) method to detect 
brain tumor on MRI images. The 3264 datasets were undertaken in this study 
with detailed images of Glioma tumor (926 images), Meningioma tumors (937 
images), pituitary tumors (901 images), and other with no-tumors (500 images). 
The application of CNN method combined with Hyperparameter Tuning is 
proposed to achieve optimal results in classifying the brain tumor types. 
Hyperparameter Tuning acts as a navigator to achieve the best parameters in 
the proposed CNN model. In this study, the model testing was conducted with 
three different scenarios. The result of brain tumor classification depicts an 
accuracy of 96% in the third (3rd) model testing scenario. 

 
1. Introduction 

Brain tumor disease has been regarded as one of the most dangerous and deadly cancers among adults and 
children. Early identification and classification of brain tumors into specific classes is deemed essential to administer 
the effective treatment [1]. Diagnosis of a brain tumor is typically based on image data analysis of brain tumor. Accurate 
analysis of brain tumor images serves as the primary step in determining the condition of a patient with a brain tumor 
[2].  

In general, brain tumor is divided into two types of benign and malignant tumor. Benign tumor is identified when 
it does not spread to other parts of the brain; contrastingly, malignant tumor is signified when it spreads to other parts 
of the brain or outside of the brain [3]. The classification of brain tumor is recognized by the grades or levels which 
includes: grade I and grade II classified as low level brain tumor; grade III and grade IV classified as high level brain 
tumor [4][5]. This study engages the three types of brain tumors, including: glioma tumors, meningioma tumors, and 
pituitary tumors. Glioma tumor is recognized as a tumor that attacks the brain and spinal cord; meningioma tumor is 
distinguished as a tumor that grows on the lining of the brain and spinal cord; and pituitary tumor is identified as a tumor 
that appears on the pituitary gland [6].  

Hence, early diagnosis of a brain tumor is required in detecting the condition of a patient. The diagnosis is 
performed to determine the spread of brain tumor and to administer the appropriate treatment [7]. Magnetic Resonance 
Imaging (MRI) technology is broadly accredited to provide images of the organ structure by utilizing magnetic fields, 
which are documented via a computer [8]. The results of the MRI process are in the form of images, employed to classify 
brain tumor status [9]. The experience of radiologists in analyzing the results of MRI images, however, leads to a 
relatively extended delay to perform the procedure [10]. 

Deep learning (DL) is a branch of machine learning based on a system development to study multiple level 
representation by creating hierarchical features, where higher level is determined from lower level and similar lower 
level features could assist in determining numerous higher level features [11]. Convolutional Neural Network is an 
algorithm in deep learning that focuses on the problem of classifying an image data [12]. Hence, CNN method has the 
ability to study, represent, and classify objects. Further, CNN method has a sequence initiated from the convolutional 
layer, pooling layer and fully connected layer which functions to change 2D features from the previous layer to 1D 
vectors for the classification process [13].  

Previous research in 2019 conducted by A. Yang et al. [14] proposed a classification system for benign tumor 
and malignant tumor using the Convolutional Neural Network method by applying the pretrained Xception and Dense 
Net models to improve the accuracy of CNN algorithm. Similarly in 2020, X. Liu et al. [15] performed the classification 
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of glioblastoma tumor by utilizing CNN method to prove that CNN method was deemed reliable and accurate in the 
tumor classification process. In 2020, P. Nagaraj et al. [16] performed a classification of Meningioma, Glioma, and 
Pituitary brain tumors with 3064 images. In this study, the 2 experiments were undertaken with the first experiment to 
classify the brain tumor status and the second experiment to classify the tumor grade. In 2018, N. Abiwinanda et al. [17] 
conducted relevant research related to brain tumor which had 3 classes with 3064 images. In this study, CNN algorithm 
was performed for classification indicating an accuracy of 94.68%. Additionally in 2020, L.Bhaiya et al. [18] reported the 
classification of Meningioma, Glioma, and Pituitary MRI images employing CNN method. The process of CNN method 
has implemented the pretrained model from VGG16 and VGG19, which is balanced by transfer learning. The accuracy 
obtained with the VGG16 model is 84.59%, while the accuracy obtained by the VGG19 model is 86.70%. 

Based on the problem description as mentioned earlier in [17][18], this study proposes a classification of brain 
tumor status by employing Convolutional Neural Network method combined with hyperparameter tuning. More 
specifically, this study aims to classify brain tumor status images with a total dataset of 3264 files in “jpg” extension. 
This study adds the novel notion compared with the previous studies in terms of larger number of datasets, having four 
classes of brain tumor status which include: glioma, meningioma, pituitary, and no tumor (normal) and develops a new 
architectural model based on Convolutional Neural Network. In the preprocessing stage, data normalization and 
augmentation were undertaken on the dataset. At the implementation stage of the proposed CNN model, the addition 
of the hyperparameter tuning process was performed to optimize the established model as a contribution to this study. 

 
2. Research Method 

This section discusses the employed research methods for brain tumor classification (types of brain tumor) by 
utilizing one of the branches of deep learning, which is Convolutional Neural Network. In this paper, a combination of 
the CNN method with Hyperparameter Tuning is presented to obtain optimal parameters for the proposed model. 
 
2.1 Dataset 

In this study, the employed dataset  includes brain tumor data, recruited from a website acknowledged as 
Kaggle consisting of 3264 files [19]. The dataset has 4 types of classes, which comprise: Glioma tumors of 926 images, 
Meningioma tumors of 937 images, Pituitary tumors totaling of images, and other tumor numbers of 500 images. The 
following is an example image of the axial, sagittal and coronal planes in each brain tumor data class as illustrated in 
Figure 1. 
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Figure 1. Sample of MRI Images of Brain Tumor in Each Class 
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2.2 Preprocessing Data 
In this study, data preprocessing was conducted to obtain images of brain tumor diseases, starting from the stage 

of reallocating the dataset into 80% train data, 10% test data and 10% validation data. The next step is progressed to 
change the image size from 512x512 pixels to 128x128 pixels [20], to equalize the dimensions of each image in each 
class of brain tumors. Then normalization is further conducted by utilizing the encoding label on selected images which 
is valuable in modifying the image form value to binary for each brain tumor class. 

 
2.3 Augmentation 

At this stage, data augmentation is performed to amplify the amount of data by altering the original image to be 
recognized as a different image. Augmentation could improve the performance of classification results [21]. Additionally, 
this process could produce results for the exceeding experiments which require additionally extra data [22]. The 
augmentation techniques used in this process include: rotation, zoom, shift, and flip. 

 
2.4 Implementation of the CNN Model 

In this study, the application of CNN model architecture is performed on the brain tumor dataset to classify tumor 
types, including No Tumor, Glioma, Meningioma and Pituitary. In the process of creating the proposed CNN model, the 
addition of hyperparameter tuning stages is conducted to locate a model with the best parameter; thus achieving a 
superior performance [23]. The proposed model in this study includes a convolutional layer, a pooling layer, a dropout 
layer, and a dense layer. The number of dropout layers will be added after the pooling layer and before the next 
convolutional layer, performed to prevent overfitting and to improve the model performance [22]. The following chart 
illustrates the process of CNN model architecture application on the brain tumor dataset initiated from the preprocessing 
stage, the model design stage, the hyperparameter tuning process stage and the model evaluation until achieving the 
model accuracy as summarized in Figure 2. 

 

 
Figure 2. CNN Model Implementation Design 

 
In this study, the design of CNN model architecture has been constructed to acquire the accuracy of brain tumor 

classification process. The design results of CNN model architecture is illustrated in Table 1. 
 

Table 1. CNN Model Design 

Layer Filter Kernel_size Activation 

Input (128,128)    

Conv2D 64 5.5 Relu 

MaxPooling2D    

Dropout    

Conv2D 128 3,3 Relu 

MaxPooling2D    

Dropout     

Conv2D 128 3,3 Relu 

MaxPooling2D    

Dropout     

Conv2D 128 3,3 Relu 

MaxPooling2D    

Dropout     

Conv2D 256 3,3 Relu 

MaxPooling2D    

Dropout     
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Flatten    

Dense 1024 - Relu 

Dropout     

Dense 4  Softmax 

 
2.5 Hyperparameter Tuning 

Hyperparamater Tuning provides an optimal parameter search method for the proposed Convolutional Neural 
Network model. CNN combined with Hyperparameter Tuning requires to set the parameters, such as: kernel size, steps, 
number of channels, and number of dropouts [24]. Hyperparameter Tuning provides the best combination of parameters 
to the model demonstrating maximum results [25]. In this study, Hyperparameter Tuning is selected to provide the best 
parameter through the proposed comparison parameters. The comparative parameters are illustrated in Table 2 as 
follows. 

 
Table 2. CNN Comparison Parameters 

Parameter Comparative Value 

Dropout 0.2, 0.5  
Dense Layer 1024, 512 

Optimizer Adam, Adamax, RMSprop, SGD 

 
3. Results and Discussion 

In this study, the three scenario models were examined with different parameters to determine the effect of 
Hyperparameter Tuning on the developed CNN model. The following Table 3 provides the Model Testing Scenario and 
descriptions of each scenario. 

 
Table 3. Description of Model Testing Scenario  

Scenario Description 

Model 1 
The proposed CNN model is in Table 1. Design 

of the CNN Model 

Model 2 
Model with the 2nd Best Tuning 

Hyperparameter Results Parameters 

Model 3 
Model with the 1st best parameter tuning 

hyperparameter results 

 
3.1 Model Testing Scenario 1 

Model Testing Scenario 1 contains tests on the model design that has been formed in Table 1. In this scenario, 
training data is conducted with Adam's optimizer with a learning rate of 0.0014, an epoch of 100, categorical 
classification and Relu activation. Following are the results of the accuracy and loss plot in the scenario model 1 as 
illustrated in Figure 3. 

 

 
Figure 3. Scenario Model 1 Results  

 
3.2 Model Testing Scenario 2 

The model scenario 2 contains testing on the model design with the second-best parameter resulting from the 
Hyperparameter Tuning that has been performed in the model design. The results of the best parameters from 
Hyperparameter Tuning process are summarized in Table 4 as follows. 

https://creativecommons.org/licenses/by-sa/4.0/


Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control 
 
 

Cite: Minarno, A. E., Mochammad Hazmi Cokro Mandiri, Munarko, Y. ., & Hariyady, H. (2021). Convolutional Neural Network with Hyperparameter 
Tuning for Brain Tumor Classification. Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and 
Control, 6(2). https://doi.org/10.22219/kinetik.v6i2.1219 

 

  

  
 

131 

Table 4. Hyperparameter Tuning Results 

Parameter Optimizer Dropout Dense Layer 

1 RMSprop 0.2 512 
2 Adam 0.2 512 
3 Adam 0.2 1025 

 
In this scenario, training data is performed with the second-best parameter of Hyperparameter Tuning, which 

includes: Adam's optimizer, a dropout of 0.2, and a dense layer of 512.The following plot results for accuracy and loss 
in model 2 are illustrated in Figure 4 as follows. 

 

 
Figure 4. Scenario Model 2 Results 

 
3.3 Model Testing Scenario 3 

Model Testing Scenario 3 consists of testing on the model design with the best parameter 1 resulting from the 
performed Hyperparameter Tuning. In this scenario, data training is undertaken with the first best parameter which 
includes: RMSprop optimizer, a dropout of 0.2, and a dense layer of 512. The following plot results for accuracy and 
loss in model scenario 3 are illustrated in Figure 5. 

 

 
Figure 5. Scenario Model 3 Results 

 
3.4 Results and Model Evaluation 

The test results of each performed model scenario indicated that there was a significant effect of applying 
Hyperparameter Tuning in determining the best parameters for the proposed model in terms of accuracy. Results of the 
accuracy testing for the three model scenarios are summarized in Table 5 as follows. 

 
Table 5. Model Testing Results 

Scenario Accuracy Precission Recall F1-Score 

Model 1 86 87 86 86 
Model 2 91 91 91 91 
Model 3 96 96 96 96 

 
In this study, a model evaluation was performed against the previous studies. The details from comparisons to 

previous studies are illustrated in Table 6 as follows. 
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Table 6. Model Testing Results 

Author Dataset Model Accuracy 

L.Bhaiya et al. Grade 3 Brain Tumor VGG16, VGG19 84.59%, 86.70% 
Model 1 Grade 4 Brain Tumor CNN 86% 
Model 2 Grade 4 Brain Tumor CNN 91% 
Model 3 Grade 4 Brain Tumor CNN 96% 

4. Conclusion 
Early detection of brain tumors has been considered pivotal in administering appropriate medical treatment. This 

study aims to classify brain tumors into four classes, which includes: no tumor, glioma, meningioma, and pituitary. In 
this study, the three scenario models were performed and the best results were obtained in the (3rd) third model with an 
accuracy of 96%, while the best parameters were obtained from the results of Hyperparameter Tuning in the proposed 
model. Future research is encouraged to discover novel methods for brain tumor classification and to navigate new 
parameters for potential model. 
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