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Handwritten character recognition is considered a complex problem since 
one’s handwritten character has its characteristics.  Data used for this research 
was a photo of handwritten or scanned handwritten.  In this research, 
Backpropagation Neural Network (BPNN) was used to recognize handwritten 
Batak Toba character, wherein preprocessing stage feature extraction was 
done using Diagonal Based Feature Extraction (DBFE) to obtain feature value.  
Furthermore, the feature value will be used as an input to BPNN. The total 
number of data used was190 data, where 114 data was used for the training 
process and another 76 data was used for testing. From the testing process 
carried out, the accuracy obtained was 87,19 %. 

 
1. Introduction 

Handwritten recognition is considered a complex problem since one’s character has its characteristics. Computer 
technology is widely applied in various aspects of human activities to solve particular problems. Handwritten recognition 
using computer technology can be used to digitalization the cultural heritage form and information [1]. Many researchers 
research handwritten recognition relate to cultural heritage scripts. Indonesia has many cultural heritage scripts so that 
can be the problems or objects of research. There are researches on the recognition of Lampung characters [2][3], 
Sundanese scripts [4][5], Balinese scripts [6], and Lontara characters [7]. This paper discusses the Batak Toba script, 
that one of the classifications of the Batak script. 

This paper discusses how to recognize the handwritten character of Batak Toba script using Backpropagation 
Neural Network (BPNN) and Diagonal Based Feature Extraction (DBFE) on the preprocessing stage. The character of 
the Batak Toba script has its uniqueness where the transcript is in semi-syllabic that consists of 19 letters, called as ina 
ni surat Figure 1. 
 

 
Figure 1. The Ina Ni Surat [8] 

 
In general,  handwritten recognition can be done using online and offline methods [9][10][11]. In the online 

method, the two-dimensional coordinates of writing points are represented as a function of time, and the order of each 
line written is also stored in a real-time manner to recognize the characters written. On the other hand, the offline method 
automatically converts the writing on an image into characters that can be processed by computers and text processing 
applications [12]. 
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Some previous research done regarding handwritten Batak Toba character recognition was done by Sitinjak [13]. 
They employed the Wavelet method in pre-processing stage and apply Backpropagation to classify the handwritten. 
The system got 100% of memory capability and 94.74% for data generalization capability that has not been trained with 
MSE 2.319937 x 10-8. Latin Handwriting Recognition was done by Khairunisa [14]. The zoning extraction method with 
an image size of 30x40 pixels divided into 48 zones with the size of each zone is 5x5 pixels. The extracted feature 
values are in the form of binary values, namely 0 and 1. The recognition rate obtained was 83.85%.  

Furthermore, Putra [15] employed BPNN in handwritten number recognition using zoning and DBFE methods 
with an image size of 60x90 pixels divided into 54 zones each zone was in 10x10 pixels. The recognition rate obtained 
was 87%. In Pasaribu and Hasugian research [16] applied Combination of Data using Euclidean Distance (CoDED) 
method and statistical feature extraction and Elliptic Fourier to recognize handwritten Batak Toba, characters, however, 
the result was not satisfying. In the other research, Pasaribu and Hasugian [17] use the artificial neural network to 
remove the background noise of the handwritten script of Batak Toba.  Romulus, et al [18] do research to convert the 
random Batak symbols in an image into Latin characters representation. Their research has a system accuracy between 
42-96 % with a processing time is 1.9-34 seconds. 

Afroge, et al [19] developed a Latin-character recognition using a feed-forward neural network that was intended 
to reduce the impact of noise in the image. The system was able to achieve 99% accuracy for numeric digits (0-9) and 
97% and 96% accuracy for the uppercase letter (A-Z) and lowercase letter (a-z) respectively. The system achieved a 
93% accuracy for alphanumeric characters. However, based on the test, the authors recognized that a specific type of 
noise contributed a significant decrement on the performance.  

A solution in character recognition proposed by Zanwar, et al. [20] uses feature extraction before feeding the data 
into a backpropagation neural network system. Similar to the previously mentioned research, the data used in this test 
was handwritten English alphabets, with various shapes and pattern, selected from the Chars74K library. The research 
shows that by feeding the feature/pattern of the image (instead of using raw images), the system is capable to increase 
its performance to recognize the character.   

Suryadibrata and Chandra [21] developed an Optical Character Recognition (OCR) system using a 
backpropagation neural network (BPNN) based as its method. The research was aimed to detect characters from 
printed documents. The first step of the system is to extract images of each character from the document to be fed to 
the neural network. This extraction process is done in 3 steps; line extraction, word extraction, and letter extraction). 
These images (of a single character) are then processed by the BPNN. The proposed system was able to achieve over 
90% accuracy, based on the font used in the document eg: 94% for MS Arial Unicode and Times New Roman, 96.6% 
for Tahoma. 

Applying the LVQ method to the Batak manuscript was done by Muchtar, et al [22]. In their recognition process, 
using the image in jpg format as input. Recognizing the Batak document (as an image), use preprocessing including 
grayscale, contrast, thresholding, and segmentation. Digitizing Batak manuscript using the LVQ method has an 
accuracy rate of 97.9%. 

This paper discusses DBFE and BPNN implementation to recognize handwritten Batak Toba characters. Also, 
this paper shows the accuracy of the methods used in tests on the handwritten Batak Toba characters. 

 
2. Research Method 

The proposed method of recognizing the handwritten character of Batak Toba is depicted in Figure 2. 
 

 
Figure 2. Batak Toba Handwritten Character Recognition 

 
2.1 Image Acquisition 

The input pass to the artificial neural network in the form of numeric data sets or binary data. Therefore, an image 
needs to be converted into a numeric data set or binary data before processing. The image acquisition can be using 
the scanner, digital camera, etc [23]. Sample data was collected from ten USU Information Technology students. Each 
student writes the Batak Toba characters from  ‘a’  to ‘u’ as shown in Figure 1. The scanned image is saved in the Bmp 
format. 

The total sample data is 190 handwritten Batak Toba characters. From the total data,  114 characters ( 6 patterns) 
are used for training data, another 76 (4 patterns) are used for testing.  
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2.2 Image Pre-processing 
Image pre-processing is described in Figure 3. There are binarization, normalization, and thinning processes. 

 

 
Figure 3. Pre-processing 

 
a. Binarization 

Image binarization is a process in preprocessing to improve the readability of images of handwritten characters 
[24]. Binarization is used to reduce unwanted information of the image and protect useful information [25]. This process 
will produce a clean black and white image from the gray level (grayscale) [26], or in other words, this method inverts 
the gray-level image to a bi-level image (binary image). At this stage, the average value of each RGB pixel will be taken 
and then checked, if the resulting value is less than the resulting threshold value then the pixel value is converted to 
black, otherwise, if it is greater than a constant value it will be converted to white. The binary matrix of this image is 
formed based on the black and white value in the image that has been obtained, if the image pixel at the coordinates 
(x, y) is black then the binary matrix value in row i and column j is 1, otherwise = 0. See Figure 4.  
 

 
Figure 4. Flowchart of Binary Matrix Formation 

 
b. Normalization 

Crop images have different resolutions so they cannot be used as standard input for extracting.  The image must 
be normalized, namely changing the image resolution to a resolution suitable for extracting, namely 60x90 pixels.  An 
example of a normalized cropped image can be seen in Figure 5. 
 

 
Figure 5. Normalization 

 
c. Thinning 

The next process is thinning. Thinning is one of the most used pre-processing that roles to analyze the image in 
handwritten character recognition [27]. The Batak Toba script handwritten objects contained in the image will be thinning 
until the thickness is only 1 pixel but does not change the important information and characteristics of the 
object.  Through this management process, a framework will be obtained from the object of the Batak Tobascript 
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handwriting.  Recognition of objects such as letters or silhouettes will be easier by paying attention to the outline 
[28]. Examples of thinning images can be seen in Figure 6. 

 

 
Figure 6. Image Thinning Result 

 
2.3 Feature Extraction 

In this study, feature extraction was carried out using a combination of zoning and diagonal based feature 
extraction methods.  The two methods will be carried out sequentially, first zoning and secondly diagonal based feature 
extraction (DBFE).  The feature values obtained from the two methods will be combined, namely connecting the feature 
values obtained from the zoning method with diagonal based feature extraction.  The feature values of the two methods 
are stored in the same matrix.  The feature values obtained from the zoning method are stored from index 0 to n and 
feature values obtained from the diagonal based feature extraction method are stored from index n + 1 to index m.  The 
feature value matrix can be seen in Figure 7. 
 

 
Figure 7. Feature Value Storage Matrix 

 
After the image pre-processing stage is carried out, uniform sample data is obtained.  The size of the sample 

data from the pre-processing image is 60x90 pixels.  This measure follows the measurement used by Pradeep et. al 
[29].  In their research, each sample of data was divided into zones with a size of 10x10 pixels.  From the division of the 
zones, 6 columns and 9 rows of zones are obtained. The number of zones is 54 zones. Each zone will be processed to 
get the feature value.  The same zoning was also carried out in this study on the combination of extraction methods 
used.  The feature extraction process using a combination of zoning and diagonal based feature extraction methods 
can be explained through the diagram in Figure 8. 
 

 
Figure 8. Feature Extraction Diagram [15] 
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From Figure 8 the left side process is the zoning method and the right side process is the diagonal based feature 
extraction method.  The two extraction methods are:  
a. Zoning Extraction Method  

The zoning method consists of three processes, namely:  
1. Count the number of black pixels for each zone from Zi to Z54.  

For example, Z1 = 5, Z10 = 10 and Z15 3.  
2. Determine the zone that has the highest number of black pixels.  

For example, from the example in step 1, the zone with the highest number of pixels is Z10, which is 10 
pixels.   

3. Calculate the feature value for each zone from ZI to Z54.   
Namely using the formula: The highest feature value Zn = Zn/Z where ≤ n ≤ 54. 

From zoning extraction obtained 54 as the feature value that represents each zone. 

b. Diagonal Based Feature Extraction Method  

This method consists of 4 processes, namely:  
1. Calculate the diagonal histogram for each zone.  The diagonal histogram is the number of black pixels per 

diagonal.  The diagonal histogram calculation for each zone is performed as shown in Figure 9. 
 

 
Figure 9. Histogram Diagonal Zone [29] 

 
The number of diagonal histograms for a zone is:  
Number of diagonal histograms = Zone length + Zone height - 1  
Many diagonal histograms = 10 + 10 -1 = 19  

2. Calculate the average of the histograms for each zone.   
Feature value Zn = Average histogram = (Histl + .. + Hist19) / 19  
where 1 ≤ n ≤ 54  

3. Calculate the zone average for each row, where the number of zones per row / 6  
4. Calculate the zone average for each column, where the number of zones per column / 9.  

From the diagonal based feature extraction method, it is found that 54 diagonal histogram average feature values 
for each zone, 9 zone average feature values for each row, and 6 zone average feature values for each column.  The 
total feature value obtained from this method is 69 feature values. From zoning extraction obtained 54 as the feature 
value that represents each zone. 
 
2.4 After Phase Feature Extraction 

After the feature extraction stage is carried out, the next stage can be carried out, namely the classification using 
the backpropagation network.  At this stage, the feature values obtained from the feature extraction stage are used as 
input for the backpropagation network input layer.  The classification stage consists of two processes, namely the 
training process and the testing process.  At the training stage, network training is carried out using the feature values 
obtained from the training data.  The network must be trained first so that it can then be used.  After the training stage, 
the backpropagation network can be used for the testing phase using the feature values obtained from the test 
data.  Before training and testing can be carried out, the network must be designed first. 

Based on the number of feature values obtained from the feature extraction stage, namely 123, the number of 
neurons in the backpropagation network input layer is 123 neurons.  The number of neurons in the output layer is 19 
Batak Toba characters.  The output value of each number can be seen in Table 1. 
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Table 1. Output Value and Network Output Target 

Output Value Target 

0000000000000000001  
0000000000000000010  
0000000000000000100  
0000000000000001000  
0000000000000010000  
0000000000000100000  
0000000000001000000  
0000000000010000000  
0000000000100000000  
0000000001000000000  
0000000010000000000  
0000000100000000000  
0000001000000000000  
0000010000000000000  
0000100000000000000  
0001000000000000000  
0010000000000000000  
0100000000000000000  
1000000000000000000  

 

Based on the design of the artificial neural network built in Khairunisa [14] and Putra [15] studies, it can be seen 
in Figure 10. 
 

 
Figure 10. Artificial Neural Network 

 
Based on Figure 10, the details of the artificial neural network architecture design used in this research are:  

1. 1 input layer. The input layer consists of input units starting from input unit 1 to input unit i, where i = 123.  
2. 1 hidden layer. The hidden layer consists of hidden units 1 to hidden units consisting of hidden units j, where j = 96. 
3. 1 output layer. The output layer consists of output units ranging from output units 1 to output units k, where k = 19. 
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4. xI to x123 is the input layer units, yi to y19 are the output layer units, and z1 to z96 are hidden layer units.   
5. is bias to the hidden layer and by is bias to the output layer.   
6. v0j and wok are the bias weights for the j-th hidden unit and the k-th hidden unit of output, respectively.  viy is the 

connection weight between the i-th unit of the input layer and the j-th unit of the hidden layer, while wjk is the weight 
of the connection between the j-th unit of the hidden layer and the k-unit of the output layer.   

 
a. Training Process 

The training process is carried out to train the network to recognize the handwriting of the Batak Toba script, 
whether trained or not. Each training is carried out using predetermined parameters.  Backpropagation network training 
consists of three stages, namely feed-forward, error propagation, and correction of weight values.  The three stages 
are continued until the network output error is less than the error tolerance or the maximum epoch is reached.  The last 
weight obtained from the training process is used in the testing process.   
b. Testing Process  

The testing process is testing the network that has been trained to recognize unused test data at the network 
training stage.  Using the weights obtained after the training process, the network is expected to be able to recognize 
writing using the feed-forward stage which is used to find the hidden layer and output layer output values.   
 
3. Results and Discussion 

The training process on BPNN aims to train the network the handwritten characters of Batak Toba so that the 
network could recognize other characters that have not been trained yet. In the testing stage, will be used 76 characters. 
The result of the training and testing were done, is shown in Table 2.  
 

Table 2. Result of Training on Handwritten Characters using BPNN 
Input Learning Rate Momentum Epoch Output Compatibility (%) 

A 0.9 0.1 10000 Ya 74.97 
A2 0.5 0.2 8000 Ya 73.92 
A3 0.4 0.3 1000 A 92.96 
A4 0.3 0.4 4000 A 93.10 
A5 0.2 0.5 2000 A 93.44 
A6 0.1 0.7 1000 A 93.57 
Ha 0.9 0.1 10000 Ha 79.97 
Ha2 0.5 0.2 8000 Ha 82.92 
Ha3 0.4 0.3 1000 Ha 84.95 
Ha4 0.3 0.4 4000 Ha 84.09 
Ha5 0.2 0.5 2000 Ha 80.40 
Ha6 0.1 0.7 1000 Ha 88.57 
Ma 0.9 0.1 10000 Ma 92.97 

Ma2 0.5 0.2 8000 Ma 92.92 
Ma3 0.4 0.3 1000 Ma 92.96 
Ma4 0.3 0.4 4000 Ma 93.10 
Ma5 0.2 0.5 2000 Ma 93.47 
Ma6 0.1 0.7 1000 Ma 93.60 
Na 0.9 0.1 10000 Na 89.97 
Na2 0.5 0.2 8000 Na 89.92 
Na3 0.4 0.3 1000 Na 81.96 
Na4 0.3 0.4 4000 Na 80.11 
Na5 0.2 0.5 2000 Na 85.40 
Na6 0.1 0.7 1000 Na 84.61 
Ra 0.9 0.1 10000 Ra 82.97 
Ra2 0.5 0.2 8000 Ra 83.92 
Ra3 0.4 0.3 1000 Ra 83.96 
Ra4 0.3 0.4 4000 Ra 86.08 
Ra5 0.2 0.5 2000 Ra 89.43 
Ra6 0.1 0.7 1000 Ra 89.56 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Da 0.9 0.1 10000 Da 93.97 
Da2 0.5 0.2 8000 Da 87.92 
Da3 0.4 0.3 1000 Da 93.96 
Da4 0.3 0.4 4000 Da 93.10 
Da5 0.2 0.5 2000 Da 84.53 
Da6 0.1 0.7 1000 Da 80.54 
Ga 0.9 0.1 10000 Ga 79.98 
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Ga2 0.5 0.2 8000 Ga 79.92 
Ga3 0.4 0.3 1000 Ga 79.99 
Ga4 0.3 0.4 4000 Ga 80.10 
Ga5 0.2 0.5 2000 Ga 80.45 
Ga6 0.1 0.7 1000 Ga 80.60 
Ja 0.9 0.1 10000 Ja 79.98 
Ja2 0.5 0.2 8000 Ja 75.92 
Ja3 0.4 0.3 1000 Ja 76.96 
Ja4 0.3 0.4 4000 Ja 75.09 
Ja5 0.2 0.5 2000 Ja 80.47 
Ja6 0.1 0.7 1000 Ja 81.55 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Nga3 0.4 0.3 1000 Nga 78.96 
Nga4 0.3 0.4 4000 Nga 79.10 
Nga5 0.2 0.5 2000 Nga 79.46 
Nga6 0.1 0.7 1000 Nga 79.58 

La 0.9 0.1 10000 La 78.98 
La2 0.5 0.2 8000 La 76.92 
La3 0.4 0.3 1000 La 89.02 
La4 0.3 0.4 4000 La 76.10 
La5 0.2 0.5 2000 La 80.44 
La6 0.1 0.7 1000 La 81.55 
Pa 0.9 0.1 10000 Pa 78.89 

Pa2 0.5 0.2 8000 Pa 92.92 
Pa3 0.4 0.3 1000 Pa 78.96 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Ya4 0.3 0.4 4000 Ya 83.09 
Ya5 0.2 0.5 2000 Ya 85.45 
Ya6 0.1 0.7 1000 Ya 81.57 

I 0.9 0.1 10000 I 75.98 
I2 0.5 0.2 8000 I 76.92 
I3 0.4 0.3 1000 I 79.96 
I4 0.3 0.4 4000 I 81.11 
I5 0.2 0.5 2000 I 73.47 
I6 0.1 0.7 1000 I 75.55 
U 0.9 0.1 10000 U 82.98 

U2 0.5 0.2 8000 U 76.93 
U3 0.4 0.3 1000 U 72.97 
U4 0.3 0.4 4000 U 77.09 
U5 0.2 0.5 2000 U 77.45 
U6 0.1 0.7 1000 U 77.54 

 
After doing training, the next stage is to test the network using 76 characters with the value of learning rate is set 

to 0.1 a momentum value is 0.7 and Epoch is 1000. The result of the testing process is described in Table 3.  
 

Table 3. Result of Testing on Handwritten Characters using BPNN 
Input Learning Rate Momentum Epoch Output Compatibility (%) 

A7 0.1 07 1000 A 99.45 
A8 0.1 07 1000 A 99.44 
A9 0.1 07 1000 A 99.42 
A10 0.1 07 1000 A 94.05 
Ha7 0.1 07 1000 Ha 83.08 
Ha8 0.1 07 1000 Ha 76.16 
Ha9 0.1 07 1000 Ha 84.25 

Ha10 0.1 07 1000 Ha 86.02 
Ma7 0.1 07 1000 Ma 94.37 
Ma8 0.1 07 1000 Ma 94.03 
Ma9 0.1 07 1000 Ma 93.99 
Ma10 0.1 07 1000 Ma 94.03 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Ra7 0.1 07 1000 Ra 85.45 
Ra8 0.1 07 1000 Ra 85.06 
Ra9 0.1 07 1000 Ra 88.09 

Ra10 0.1 07 1000 Ra 87.99 
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Da7 0.1 07 1000 Da 74.43 
Da8 0.1 07 1000 Da 84.22 
Da9 0.1 07 1000 Da 88.10 

Da10 0.1 07 1000 Da 83.18 
Nga7 0.1 07 1000 Nga 84.75 
Nga8 0.1 07 1000 Nga 94.72 
Nga9 0.1 07 1000 Nga 94.67 
Nga10 0.1 07 1000 Nga 88.75 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Ya3 0.1 07 1000 Ra 83.96 
Ya4 0.1 07 1000 Ra 86.08 
Ya5 0.1 07 1000 Ra 89.43 
Ya6 0.1 07 1000 Ra 89.56 

⋮ 0.1 07 1000 ⋮ ⋮ 
I8 0.1 07 1000 I 80.71 
I9 0.1 07 1000 I 80.80 
I10 0.1 07 1000 I 82.70 
U7 0.1 07 1000 U 83.98 
U8 0.1 07 1000 U 82.67 
U9 0.1 07 1000 U 82.71 
U10 0.1 07 1000 U 82.73 

 
From Table 2 we see that network recognition using BPNN combine with the zoning method and DBFE able to 

recognize handwritten Batak Toba characters with an average accuracy of 86.37%. Though there are some letters 
recognized incorrectly, such as A characters recognized as Ya. This is because the writing character of each person is 
not the same. Meanwhile, from Table 3, we get a test result that can recognize handwritten Batak Toba characters with 
average accuracy is 87.19, with a learning rate of 0.1, the momentum of 0.7, and epoch 1000. 

In the previous section, there are researchers [16]  have the result was not satisfying using Combination of Data 
using Euclidean Distance (CoDED) method and statistical feature extraction and Elliptic Fourier to recognize 
handwritten Batak Toba, in this paper recognize it using DBFE and BPNN has resulted with compatibility > 74.43 %. 
The other method, LVQ used to recognize the Batak document as an image [22] has an accuracy rate better than the 
results of this research cause there are some letters recognized incorrectly. 

According based on previous research, where the research conducted by Khairunisa [14] was about the 
recognition of continuous letters, and the research conducted by  Putra [15] was about handwriting recognition in 
numerical form, but both still base their research on handwritten recognition which has a high degree of variation. Their 
researches help to test the architecture and network parameters it uses for the Batak Toba script handwriting 
recognition. 

Using DBFE and BPNN methods to recognize handwritten numerical that conducted by  Putra [15] obtained an 
accuracy rate of 87%. The result almost the same as the result of this research that recognizes handwritten Batak Toba 
characters using DBFE and BPNN methods was 87.19%. 
 
4. Conclusion 

Batak Toba characters are unique in that the script is semi-syllabic (consist of 19 letters) which ends with sound 
/a/ except for the letters i and u. The zoning method is one of the simplest and most popular feature extraction method 
combining with DBFE which perform well yielding compare to the system employing conventional horizontal and vertical 
methods of feature extraction, see [29][30] strengthen the information in the image.  From the results of the testing 
carried out, it can be concluded that by combining BPNN with zoning and DBFE methods, the network handwritten of 
Batak Toba characters, with the highest recognize rate is 99.45%. Experimental results obtained demonstrated the 
effectiveness of this system. 
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