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Automatic essay scoring is a machine learning task where we create a model 
that can automatically assess student essay answers. Automated essay 
scoring will be instrumental when the answer assessment process is on a large 
scale so that manual correction by humans can cause several problems. This 
study proposes to use a simpler model than previously published, a single 
hidden layer neural network but using a richer feature, BERT sentence 
embedding. We compare the result using Ukara dataset released for automatic 
essay scoring for the Indonesian language. The best model that has been 
published produces an F1-score of 0.821 using pre-trained fastText sentence 
embedding and the stacking model between the neural network and XGBoost. 
We use pre-trained BERT sentence embedding that extracts more information 
from sentences but has a smaller file size than fastText pre-trained model. Our 
model manages to get a higher F1-score than the previous models on the 
Ukara dataset, which is 0.829. 

 
1. Introduction 

In contrast to multiple-choice or other forms of objective questions, which are closed-ended, in essay-type 
questions, each student can provide different correct answers (open-ended question). Essay type questions can be 
defined as questions with freely constructed answers and can consist of one or more sentences [1]. The answer key to 
this type of question is usually only a guideline that helps assessors assess student answers. Therefore, the role of the 
assessor in this type of problem is crucial. Unfortunately, relying on humans to assess student essay answers on a 
large scale, for example, on a national scale, will take a very long time. Besides, the assessment process will also 
require many resources because it requires many competent assessors to assess student work. The combination of 
these two problems can lead to inconsistencies in essay assessment even though there are guidelines. 

Automatic essay scoring (AES) is a machine learning task in natural language processing, where we create a 
model that is able to assess students' essay answers automatically. In machine learning, automatic essay scoring can 
be seen as a text classification or regression problem, depending on the data. The AES model will be needed when the 
examination is conducted on a large scale with a fairly short assessment time. However, making accurate AES is not 
easy. The available data for training essay scoring models is usually very limited and naturally has imbalance classes. 
The limited amount of data can be caused by difficulties in conducting a massive data labeling process because it 
requires experts to validate each data's labels. Meanwhile, the class imbalance can occur because the problemsetters 
wants to test students' competence by making questions that are difficult to answer correctly. Other challenges also 
arise when the number of questions is increasing. When the number of essay-type questions increases, then the 
labeling, validation, model training, and parameter tuning processes will also take a longer time. 

Natural Language Processing Research Group Universitas Gadjah Mada, Indonesia, released a dataset for 
Indonesian language AES in 2019. The dataset was released simultaneously with the Ukara Automatic Short Answer 
System [2] and the Ukara Automatic Essay Scoring Challenge (Ukara 1.0 Challenge)1 in collaboration with the 
Education Assessment Center, Ministry of Education and Culture of Indonesia. The Ukara dataset consists of two 
different essay questions in Indonesian. In the Ukara 1.0 Challenge, participants were challenged to create a model 
that able to automatically assess student answers based on the dataset. 

The three best teams in the Ukara 1.0 Challenge used different approaches to complete the AES task on the 
dataset. The team that got the first position used the stacked neural network model [3], which ensemble two base 
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models, neural network and extreme gradient boosting (XGBoost) [4] using stacking method. The feature they used is 
the fastText sentence embedding vector [5]. The team received the best F1-score of 0.821 for both types of questions. 
While the team in second position used a sequential and deep learning approach using Bidirectional Long-Short Term 
Memory (Bi-LSTM) [6]. The feature they used is word embedding using Word2Vec [7]. The team in the third position 
uses a single random forest model and logistic regression for each different question. The F1-score for both teams 
published on the Ukara homepage was 0.81, while the recently published paper shows that the best F1-score was 
0.811 [8]. 

Deep learning models are widely proposed for short answer scoring or essay scoring. Various neural network 
architectures have been proposed, such as Long-Short Term Memory (LSTM), Attention-based model, Convolutional 
Neural Network (CNN), Siamese Network, or a combination of them [9][10][11][12]. By representing the AES task as 
one of the problems of text classification or regression, deep learning is commonly used. It can produce better results 
than other traditional machine learning methods [13][14][15]. However, in the Ukara 1.0 Challenge, the deep learning 
approach did not get the best results. This could be due to the very small number of available data. Another approach 
is to use a tree-based model as is done in [2][3][16][17]. The use of tree-based models has another advantage. The 
model can explain the scores given as shown in [16]. In the case of Indonesian AES, besides the previously mentioned 
methods, one of the methods that have been used is using Latent Semantic Analysis (LSA) [18] or term frequency 
similarity [19]. Although many models have been proposed, unfortunately, we cannot compare some models due to the 
datasets' different characteristics. For example, the Ukara dataset is one of the text classification problems where 
student answers are assessed in a binary manner, true or false. In contrast to some of the datasets used in [17] and 
another Indonesian AES dataset, the Indonesian Query Answering Dataset [20], which scored between 0 and maximum 
point. In addition, in [16] the dataset has different answer characteristics that relatively longer than the Ukara dataset. 

From these studies, we can also summarize some of the features used. Vector word embedding, sentence 
embedding, and Bag-of-Words (BoW) are the most commonly used. Word embedding is a method used to map a word 
to a vector space, while sentence embedding does the same thing but at the sentence level. In the Ukara 1.0 Challenge, 
the best models use fastText sentence embedding as their main feature [3]. In previous research, sentence embedding 
has also been used in various text classification problems with good results [21][22][23]. Apart from using fastText, 
another method that can be used to do sentence embedding is using Bidirectional Encoder Representations from 
Transformers (BERT) [24][25][26].  

In this study, we propose to use a simpler model but with richer features for AES problem. We faced automatic 
essay scoring as a sentence-level problem and used a single hidden layer neural network with the BERT sentence 
embedding feature. Compared to fastText from previous research, pre-trained BERT sentence embedding size only a 
quarter of fastText pre-trained model size. With a simpler model, the number of parameters that need to be tuned is 
less so that the parameter tuning process is faster. In addition, the simpler model also opens up more possibilities for 
deployment models across multiple platforms. We use the Ukara dataset as a benchmark dataset to compare with the 
results of previous research.   
 
2. Research Method 
2.1  Datasets 

This study used the Ukara dataset published in 2019 by the NLP Research Group, Gadjah Mada University, 
Indonesia. The dataset can be accessed on its homepage. In Ukara dataset, student answers are assessed in a binary 
manner, true or false. This dataset represents an essay-type national exam that is being developed by the Ministry of 
Education and Culture of Indonesia. 

The Ukara dataset is an Indonesian language automatic essay scoring dataset which consists of two types of 
questions, Question A and Question B. We will be given a stimulus text, a question, answer guideline, and student 
answers along with the score for each question. Each dataset has also been divided into three files: trainset, validation 
set (named "dev" file), and test set. 

In question A, students were asked to give their opinion about what people would face when changing their 
hometown due to natural disasters. In question B, students were asked to give their opinion about the reasons for 
someone who donates after watching a social condition video. Table 1 presents the statistics for the two questions. 

 
Table 1. Ukara Dataset Summary 

 Question A Question B 

Total train samples 268 305 
Correct train samples 191 168 

Incorrect train samples 77 137 
Avg. answer length (words) 12.13 13.68 
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As can be seen in Table 1, there is a class imbalance in the dataset, where there are fewer wrong answers than 
correct answers. Besides, it can also be seen in the figure that the average answer length is relatively short, which is 
only around 12-13 words. Examples of answers and labels can be seen in Table 2. The part written in italics is the 
translation of the English text from the original Indonesian text. 
 

Table 2. Examples of Student's Answer 

Question Student’s answer Label 

A mereka akan sulit beradaptasi 
(they will find it difficult to adapt) 

Correct 

A karna mereka tidak mau terkena iklim yang sangat beser 
(because they don't want to be exposed to a very large climate) 

Incorrect 

B Karena orang berpikir bahwa jika disumbangkan akan membuat produksi pakaian 
menjadi lebih beretika 
(Because people think that donating will make clothing production more ethical) 

Correct 

B karana harga nya terjangkau dan pas. 
(because the price is affordable and just right.) 

Incorrect 

 
2.1.1 Data Preprocessing 

In the preprocessing step we removed the selected frequent words from the dataset. We do not omit all frequent 
words because they may be keywords in the assessment. The word we omitted for both question types is 'yang', 'lebih', 
'untuk', 'akan', 'mereka', and 'dan'.To handle class imbalance as seen in Table 1, we also experimented with creating 
synthetic data to upsampling data from a smaller class. We use Synthetic Minority Over-sampling Technique (SMOTE) 
[27] to synthesize new data. We use SMOTE to increase the number of examples in minority class, or in the Ukara 
dataset, it is in the correct answer class. Adding more examples of the data, if it can represent the real data can help 
improve the model's performance in classifying. SMOTE will upsample the data based on the feature vector after 
extracted from the data. For each question, we upsampled a 10% incorrect answer. Illustration of how SMOTE makes 
new data can be seen in Figure 1. SMOTE synthesize new data (small circle) between two original data (big circle) in 
vector space. 
 

 
Figure 1. Illustration of How SMOTE Generates New Data (from Left to Right) 

 
2.1.2 Dataset usage scheme 

The Ukara dataset has provided three different data sets, each for training, validating, and testing purposes. The 
sample size for each data set is shown in Table 3. The table shows that the number of train data and validation data 
has similar sizes, while the test data is three times larger. In this kind of scheme, model generalization is crucial. We 
can also see from the table that Question B has more samples than Question A. 

In Ukara 1.0 Challenge, the three sets were given in different phases. The final score on the leaderboard was 
taken based on the results of the test data. In this study, the three data were also used for different needs. The data 
usage flow can be seen in Figure 2. This scheme is used to avoid model overfitting against the validation or test data. 
We were also trying to imitate the data usage scheme in the Ukara 1.0 challenge.  From Figure 2, it can be seen 
hyperparameter tuning only conducted using train set. Then we chose from each model, the best 11 parameter 
configurations to test using validation set. From the results obtained using validation set we selected the best 7 
parameter configurations to be tested using test data. 
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Table 3. The Size of Train, Validation, and Test Set 

 Question A Question set B 

# samples in train set 268 305 
# samples in validation set 215 244 

# samples in test set 855 974 

 

 
Figure 2. Data Usage Scheme 

 
2.2  BERT Sentence Embeddings 

BERT sentence embedding (SBERT) is a method for mapping a sentence to the vector space proposed in [25][26] 
by using Bidirectional Encoder Representations from Transformers (BERT) architecture [24]. SBERT uses the Siamese 
BERT network to get sentence embedding. Two sentences that have the same semantic meaning will have adjacent 
vector distances. 

In this study, a pre-trained model of "paraphrase-xlm-r-multilingual-v1" was used, which was available on the 
SBERT homepage2. This pre-trained model is a model that has been trained in 50+ languages, including Indonesian. 
The model is trained by paraphrasing data so that it can see similarities in sentences. SBERT will generate a vector 
embedding of 768 elements for each input sentence. 

Compared to the fastText used in the previous study [3], SBERT has richer feature. BERT has the advantage of 
paying attention to the context of a word when processing its embedding, which is called contextual embedding. A word 
can have different vector embedding depending on the whole sentence. In addition, the same as fastText, which has 
the advantage of handling Out-of-Vocabulary (OOV) words, BERT can also handle OOV even though with a different 
approach, namely with word piece tokenization. The file size of the pre-trained fastText model for the Indonesian 
language is only about 1GB, much smaller than the pre-trained fast text model for Indonesian, which reaches 4GB.  
 
2.3  Neural Network Model 

In this study we use an artificial neural network as a classifier. We chose neural network based on several 
previous studies that use neural network or deep learning approaches [3][9][10][11][12]. However, we avoid using 
complex classifiers like multi layers deep neural network in order to focus on evaluating the features used. In addition, 
the use of complex classifiers can make it more difficult for future deployments. 

We propose to use a single hidden layer neural network model with 64 neurons and an output layer with two 
neurons representing the labels. We chose the single hidden layer neural network model because it is simpler than the 
previous stacking model [3], but it is considered capable of capturing data complexity. The number of neurons randomly 
selected from several trials at the beginning. We choose a small number of neurons but high performance. Each neuron 
uses Rectified Linear Unit (ReLU) activation function, and the optimization algorithm uses Adam optimizer [28]. The 
training process will use a mini-batch mode with the number of batches, and also, the number of epoch will be searched 
using hyperparameter optimization technique. The neural network model is implemented using PyTorch [29]. 

 
2 https://www.sbert.net/ 
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2.3.1  Model Generalization 

Due to the large number of input neurons and small amount of data, we added some additional functions to avoid 
overfitting. We added a dropout function [30] on the hidden layer and weight decay to avoid large weight values. Dropout 
will randomly deactivate neurons in a layer during the training process. The model will attempt to generalize the problem 
and avoid overfitting by deactivating these neurons during training. In this study, the neurons had a 40% probability of 
being deactivated. The weight decay method we use in this research is not L2 regularization, which adds a penalty to 
the cost function but rather the decoupled weight decay proposed in [31]. This is because the optimization algorithm 
used is an adaptive optimizer, Adam. 

We also added an incremental batch size technique to avoid overfitting [32]. In this technique, the number of 
samples in one batch will increase after several iterations. We make this technique an option that can be used or not 
during training. The usage, the number of increased samples, and the frequency of addition will be determined using 
hyperparameter optimization. 
 
2.3.2  Hyperparameter Optimization 

The process of searching for hyperparameters can be difficult and also time-consuming. Therefore, in this study, 
we use the hyperparameter optimization algorithm to find parameters automatically. We use the Tree-structured Parzen 
Estimator (TPE) algorithm with the Optuna framework [33] to find the best hyperparameter value based on the 
hyperparameter search space shown in Table 4. TPE uses a bayesian approach in finding the hyperparameter value 
that maximizes the objective score. This study used the averaged F1-Score across every fold as the objective score for 
hyperparameter optimization.  

 
Table 4. Hyperparameters Search Space 

Hyperparameters Search space 

Epochs {𝑘 | 𝑘 ∈ {10, 55}} 
Initial batch size question A {𝑘 | 2𝑘 ∈ {2, 8}} 
Initial batch size question B {𝑘 | 𝑘 ∈ {1, 12}} 

batch size increase {𝑘 | 𝑘 ∈ {0, 4}} 
frequency of increasing the batch size {𝑘 | 𝑘 ∈ {2, 4}} 

SMOTE usage {𝑘 | 𝑘 ∈ {𝑇𝑟𝑢𝑒, 𝐹𝑎𝑙𝑠𝑒}} 
 

One of the top teams used hyperparameter optimization technique during the Ukara Challenge to find the best 
value in their deep learning model [8]. The framework used at that time was Hyperopt [34]. 
 
2.4 Evaluation method 

Evaluation is carried out to measure the model's performance either on the train set, validation set, or test set. 
The final evaluation is calculated using F1-score from the test set question A and question B. The results of this final 
evaluation are presented in this report. F1-score is calculated using Equation 1. 
 

𝐹1 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (1) 

 
The choice of using F1-score as evaluation metrics is to pay attention to the model's ability to handle imbalanced 

data classes. Besides, by using the F1-score as the evaluation metrics, we can compare the resulting model with other 
published models using the Ukara dataset. 
 
3. Results and Discussion 
3.1  The effect of dropout function 

We compare two models with the same features, architecture, and hyperparameter search space. However, one 
model uses a dropout function in its hidden layer, with a 40% probability of neurons being disabled. In contrast, other 
models do not use a dropout function. 

In accordance with the scheme in Figure 2, The best parameters for both models are searched using Optuna to 
obtain 100 parameter configurations. The top 11 models will be evaluated using validation data. In this experiment, we 
did not use test data and only used question A to compare. We averaged the F1-score validation results for the best 11 
models, and the results were shown in Table 5. From the table, you can see that the dropout function helps improve 
the model performance. 
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Table 5. Performance Comparison of Dropout Usage in the Model 

Models Avg. validation score Maximum score Minimum score 

Model with dropout 0.9188 0.9221 0.9136 
Model without dropout 0.9096 0.9221 0.8889 

 
3.2  Distance feature 

As mentioned in the previous research [12], it is possible to use use the distance between the embedding of two 
sentences as a feature. This experiment explored the distance embedding feature, a vector calculated from the absolute 
difference between the answer embedding and the guideline embedding as shown in Equation 2. We modified the 
sentences in the guidelines so that they are more straightforward. In Equation 2, emb() function is a function to convert 
a sentence into an embedding vector. 

In this experiment, we tested three models. All models use the dropout function because it has been shown to 
improve model performance from previous experiments. The first model is a model that uses the sentence embedding 
feature of the answer without using the distance feature. The second model is a model that only uses the embedding 
distance feature. As for the third model, we use both features so that each sample's feature length is twice as long. 

 

𝑑𝑖𝑠𝑡(𝑎𝑛𝑠𝑤𝑒𝑟, 𝑔𝑢𝑖𝑑𝑒𝑙𝑖𝑛𝑒) = | 𝑒𝑚𝑏(𝑎𝑛𝑠𝑤𝑒𝑟) − 𝑒𝑚𝑏(𝑔𝑢𝑖𝑑𝑒𝑙𝑖𝑛𝑒) | (2) 

 
We perform the same experimental stages as in the previous dropout function experiment. The evaluation was 

carried out using only validation data and was carried out on question A only. The results can be seen in Table 6. In the 
table, it appears that the distance vector feature is less helpful in improving model performance. 

 
Table 6. Performance Comparison of Distance Embedding Feature 

Models Avg. validation score Maximum score Minimum score 

Only answer embedding 0.9188 0.9221 0.9136 
Only distance embedding 0.9128 0.9241 0.9057 
Answer embedding and 

distance embedding 
0.9154 0.9197 0.9107 

 
3.3  Comparison with previous models 

The best model we proposed using SBERT and single layer neural network has the parameter configuration 
shown in Table 7. This parameter configuration is obtained after searching using Optuna and through a series of 
evaluations as illustrates in Figure 2. The results we report here are the results of the evaluation using test data. 

 
Table 7. Best Hyperparameters Configuration 

 # epochs # init. batch size # batch increase # increase freq. SMOTE 

Question A 13 16 4 3 False 
Question B 5 5 - - True 

 
In Table 7, It appears that in the selected parameters, the model does not use SMOTE to synthesize the data in 

question A but uses SMOTE in question B. This difference configuration could be due to differences in the 
characteristics of the two questions. It is also indicated by the incremental batch size method. In question A, the best 
model increases the batch size three times during training with four samples for each addition, while in question B, the 
best model does not use the incremental batch size. If you look at the evaluation results, it can be seen in Table 8, that 
question B is more difficult to assess by the model. 

 
Table 8. Performance Comparison for Each Question 

 Question A Question B 

Validation F1- score 0.916 0.709 
Test F1-score 0.894 0.757 

 

Our best model by using SBERT and single layer neural network has surpassed previously published models. 
The table comparing our model with the previous model is shown in Table 9. We use F1-score for Bidirectional LSTM 
model based on [8]. Meanwhile, we took F1-score of the random forest - logistic regression model from the Ukara 
published scoreboard. 
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Table 9. Performance Comparison of Published Models 

Models F1-score 

SBERT + NN (ours) 0.829 
fastText + Stacking 0.821 
Bidirectional LSTM 0.811 

TFIDF + Random forest, Logistic 
regression 

0.81 

  
4. Conclusion 

There are many challenges in making Automatic Essay Scoring models, some of which are data limitations and 
imbalanced classes. This study proposes using a simpler model to create a robust Automatic Essay Scoring for 
Indonesian language. We present the use of BERT sentence embedding and a single hidden layer neural network as 
classifiers for the Ukara dataset. In addition, our best models also use dropout, decoupled weight decay, incremental 
batch size, and SMOTE to improve model performance and reduce overfitting. The model we produce has a better F1-
score than the previous models, which is 0.829. In future research, we can focus more on dealing with small and 
unbalanced data so that the model performance can be even better. 
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