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Convolutional Neural Network (CNN) is a recently used popular machine 
learning technique to classify images. However, choosing an optimum and 
efficient architecture is an inevitable challenge. The research goal was to 
implement CNN on face classification from low quality CCTV footage. The best 
model was gained from the hyperparameter optimization process used on CNN 
structure. The optimized hyperparameters were those connected to the 
structure network including activation function, the number of kernel, the size 
of kernel, and the number of nodes on the fully connected layers. 
Hyperparameter optimization strategy used was random grid coarse-to-fine 
search optimization approach. This approach combined random search, grid 
search, and coarse-to-fine technique that was easily and efficiently applied, yet 
worked well. Exhaustive-random search process was done by evaluating all 
selected activation functions and choosing another hyperparameters 
randomly. This was based on the assumption that activation functions were the 
most related hyperparameter to the model. The SELU activation function used 
in the next step was the one with the best average performance. Grid coarse-
to-fine was conducted to optimize the number of kernel and the number of node 
on fully connected layer, while grid search was conducted to optimize the 
kernel size. This process aimed to locate optimal value gradually in 
hyperparameter which had high-dimensional space. Evaluation of the model 
resulted from the optimum hyperparameter was 97,56%. 

 
1. Introduction 

Applications using big data have been widely used in most industries and research. Some of them are the use of 
CCTV video footage, social media data, censor data, farming data, medical data, and even space research data. CCTV 
video data are abundant, since there are surveillance cameras applied in housing areas, industrial areas, education 
institutions, commercial companies, public places like city center, public transportations, etc. [1]. Surveillance video 
automation on CCTV is an important and interesting subject to learn. The challenge of this subject is how the data 
processing can recognize the object pattern, action, or situation correctly and precisely. 

Image processing on CCTV video footage is the task of computer vision. Image classification is a part that covers 
a lot of applications such as object detection, localization, and segmentation. In machine learning algorithm for computer 
vision, Convolutional Neural Network (CNN) is the most commonly used technique for image classification. CNN 
algorithm is mostly used in recognizing patterns, such as traffic jam detection [2], human detection on night vision 
cameras [3], facial recognition for attendance system [4], and facial recognition on CCTV used to detect and track 
pedestrians [5]. Now, CNN has become a breakthrough in computer vision especially image classification, object 
detection and segmentation. The development of CNN is accelerating with new structures, new optimization techniques, 
and a large scale of dataset availability. CNN structure is getting deeper and more complex as well [6].  

Selecting optimum hyperparameter is one of the main challenges in applying CNN. Optimum hyperparameter is 
network structure which has the best performance measured from the highest accuracy value.There is not any reliable 
specific approach to identify network structure which leads to an increasing performance significantly [7]. CNN 
performance depends on the hyperparameters in which its value can not be estimated from data. Hyperparameters on 
CNN can be classified into two types; they are hyperparameter defining network structure and the one defining network 
learning. The first one includes kernel size, kernel type, stride, padding, hidden layer, and activation function. 
Meanwhile, the other one includes learning rate, momentum, the number of epoch and batch-size [8]. Determining 
optimum combination of CNN hyperparameters is a challenging task for its computational complexity. It is because we 
deal with search space and high-dimensional dataset. Practically, optimal hyperparameter search can be conducted 
through different strategies, such as exhaustive search approach (testing all possible combinations), random search 
(generating random hyperparameter), grid search (systematic exploration), and heuristic search (based on a 
given heuristic function or a cost measure) [9].  
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Exhaustive Search approach can not be used if the number of hyperparameters is big. The combination with 
another hyperparameter will cause a very inefficient search. Grid search approach is an approach method which tries 
all possibilities of specific ranges. This approach needs experience, intuition, or knowledge to determine the 
hyperparameter’s interval limit that is going to be observed. Grid search is good to apply only when the number of 
hyperparameter has small dimension. Random search approach is a search using random combination of some 
hyperparameter value. This approach is more efficient to be applied in high-dimensional space. This strategy is easy to 
apply and works properly. Random search approach can be seen in research [8][10]. Another approach which is 
commonly used  today is heuristic approach, such as bayesian [11][12][13], genetic algorithm [9][14], and evolutionary 
algortihm [7][15]. Heuristic approach is efficient eventhough it does not guarantee optimal solution. Combining two 
approaches can also be carried out such as in research [16]  in which random search optimization is applied to be the 
basic use of grid search approach. Research [17] also combines random search approach and probabilistic greedy 
heuristic which is then called Weighted Random Search (WRS).  

This research aims to implement CNN algorithm with the best network structure to classify images from CCTV 
video in office area. The data came from the previous research applied Counter-Propagation Neural Network (CPN) 
which produced accuracy image identification by 60% [18]. This low accuracy needs to be enhanced by applying more 
powerful algorithm such as CNN. The contribution on this research is the application of strategy to search CNN optimum 
hyperparameter by combining grid search and random search with coarse-to-fine technique. Random search approach 
is applied to limit the number of search spaces that will be done by taking random value in the determined range. The 
hyperparameter value will be applied as an input of searching process by using grid coarse-to-fine technique. This 
process aims to locate optimal value gradually in hyperparameter which has high-dimensional space. With this strategy, 
it is expected that optimal and efficient solution will be gained with higher accuracy value compared to the previous 
research. 

 
2.  Research Method 
2.1 Image Pre-Processing 

The data used in this research are 3000 face images of 21 people which are manually labeled. These 
images come from face detection process through resizing proces ; hence images of 100x100 in size are 
produced. Original images are varied from 70x70 up to 140x140 in size; so resizing is commited so that the 
inputs have the same size. The pre-processing image process is done by improving the image quality (image 
enhancement) and data normalization. Image enhancement process is applied because the quality of the 
images are low. Those images are blurred, has lots of noise with minimum light and even incomplete. In this 
research, the image enhancement applied is denoising with Wavelet and Laplacian of Gaussian (LoG) for 
image sharpening. Facial image samples used are shown in Figure 1. 

 

      
Figure 1. Sample Images from Dataset as Input 

 
A CNN model will be made by learning dataset which is partitioned with k-fold validation technique. This method 

is used since it has good performance in learning small number of dataset. It also has stable performance, gives high 
accuracy in training set and good generalization to validation set and test set [19]. The model gained will give facial 
label prediction on each sample on the test. 
 
2.2 Implementation of CNN 

CNN is a Deep Learning architecture inspired by human’s ability to recognize objects and environment rapidly. If 
computers can recognize or classify objects and environment by looking at low-level features, it can build a more 
abstract concept about what it knows through a series of convolutional layers. Therefore, this network structure is called 
Convolutional Neural Network [8]. Deep learning technique has engineering feature skills that can manipulate features 
automatically, so it’s not necessary to build extraction feature models which are often complicated [20]. Based on the 
learning technique, deep learning can be classified into four parts, they are Deep Unsupervised Learning (DUL), Deep 
Supervised Learning (DSL), Deep Semi Supervised learning (DSSL) and Deep Reinforcement Learning (DRL)  [21]. In 
this case, CNN belongs to DSL architecture. 
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Four operations that become the basic structure of CNN are convolution, activation function, pooling and fully 
connected layers. CNN architecture is a series of convolutional layers which is equipped with activation function, and 
the continuation of the other structure. The size of the image is smaller but deeper. After convolutional and pooling 
layers, feed forward neural network with fully connected layer is added with an activation function, and the last layer, 
the output layer is a predictive layer with softmax function which shows the estimated probability [22]. CNN architecture 
is as shown in Figure 2. 

 
Figure 2. Convolutional Neural Network Architecture 

 
The purpose of convolutional layers is to extract the image’s features. Each of them uses various kernels to 

detect and extract features such as edge detection, sharpening, blurring, and so on. Therefore, by applying CNN, a 
specific feature extraction algorithm is no longer needed since CNN can extract information through the convolution 
process. Convolutional operation can be shown in Equation 1. Notation / is the operated image, K is the kernel and S 
is convolutional result [23]. 
 

𝑆(𝑖, 𝑗) = (𝐾 ∗ 𝐼)(𝑖, 𝑗) =  ∑ ∑ 𝐼(𝑖 − 𝑚, 𝑗 − 𝑛)𝐾(𝑚, 𝑛)

𝑛𝑚

 (1) 

 
After completing the process of convolution, an activation function is applied to extract non-linear features. 

Pooling subsampling layers aims to lessen dimension on image features. Therefore, the most valuable information 
stays. The purpose of fully connected layers is to classify features into some classes based on the dataset labels [9].  

 
2.3 Network Structure Hyperparameters 

The optimized hyperparameters in this research are the one related to the network structures, including activation 
function, the number and size of kernel, and the number of nodes in fully connected layers. Activation function is the 
point of CNN model’s complexity problem. Non-linear activation enables neural network to have an authentic artificial 
intelligent. ReLu, one of the most used activation function, is one of popular functions since it learns data farther in a 
network with many layers [24]. However, ReLu function also has flaws because it allows the existence of necrosis 
phenomena. The effect of activation function in CNN model is learnt in research [25]. This research compares sigmoid, 
Tanh, ReLu, leaky ReLus softplus-ReLu and new activation function suggestion. Research [26] compares three 
activation functions: ReLu, sigmoid, and ELU. In general, based on the experiment conducted in that research, it is 
found that ELU is better than ReLU and Sigmoid.  

Kernel in CNN network is a spatial representation in the model. The most used kernel is the odd-sized kernel, 
while the even-sized kernel is seldom used and explored. The even-sized kernel has asymmetric receptive field which 
causes pixel movement in feature maps. Location offset is accumulated when layering some convolution, so spatial 
information is eroded [27]. There is no direct relation between the kernel size and the accuracy. If the feature is small, 
the application of large kernel might cause a loss of information from the feature. Either way, for large-sized feature, the 
small kernel can not cover the whole information of that feature. However, if convolutional layer is added, information 
coming from small feature will be accumulated to form big-sized information feature. Both applying large-sized kernel 
and adding convolutional layer will enlarge the parameter and the model’s complexity. 

The number of hidden layers and nodes can also affect model optimization. The model with a lot of hidden layers 
makes it expressive in learning complicated connection between the input and the output. Yet, with limited training, the 
connection is just a noise. That information only shows up in training data, not in test data which causes the model over 
fitting. Shallow architecture needs more nodes in fully connected layer to produce better performance. Meanwhile, deep 
architecture needs fewer nodes [28].  
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2.4 CNN Optimization 
CNN Algorithm has various hyperparameters that need to be noticed. The more complicated the CNN structure 

is, the more difficult it is to determine hyperparameter combination used. This research will use random search 
approach, grid search and coarse-to-fine technique. 

 
2.4.1 Grid Search 

Grid search approach is easy to apply and reliable in low dimensional spaces. In addition, it’s parallelization is 
trivial [10]. Grid search is a method of hyperparameter searching by testing model to all determined value. For example, 
if the optimization problem is to find maximum objective function, evaluate Equation 2, then Equation 3 will get maximum 
value. Value   ∆𝑥 = 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛, and n is the number of sample points. Taking more samples will make the function 
approach the real maximum value. Grid search is efficient when there is a little value to be evaluated.  
 

𝑓 = (𝑓(𝑥𝑚𝑖𝑛), 𝑓 (𝑥𝑚𝑖𝑛 +
∆𝑥

𝑛
) , … , 𝑓 (𝑥𝑚𝑖𝑛 + (𝑛 − 1)

∆𝑥

𝑛
) ) (2) 

  

𝑓 =  max
0≤𝑖≤𝑛−1

𝑓𝑖 (3) 

 
2.4.2 Random Search 

Random search is an easy-to-use optimization strategy, but often works better than other optimization 
approaches. Random search has all the practical advantages of grid search and provides efficiency in the high 
dimensional search space [10]. In random search approach, the sample point is not taken regularly yet randomly in 
interval between 𝑥𝑚𝑖𝑛 dan 𝑥𝑚𝑎𝑥. Since the samples are randomly taken, the optimization result is also different. The risk 
of this method is that the samples taken can not get even close to the real optimal value. However, that probability is 
quite small. If a constant probability distribution is conducted, it will also be probable that a sample producing optimal 
value is selected randomly.   

 
2.4.3 Coarse-to-Fine Technique 

When we want to find optimal value 𝑓(𝑥) between 𝑥𝑚𝑖𝑛and 𝑥𝑚𝑎𝑥,coarse-to-fine optimization is a good technique 

to get optimal value based on these steps [29]. 
1. Search in area 𝑅1 = (𝑥𝑚𝑖𝑛 , 𝑥𝑚𝑎𝑥). Symbolize optimal value in this area with (𝑥1,𝑓1).  

2. Search in smaller area 𝑅2 = (𝑥1 − 𝛿 𝑥1, 𝑥1 + 𝛿 𝑥1 ).  Assume that the real optimal value is in that interval. Symbolize 

optimal value in this area with (𝑥2, 𝑓2). 

3. Repeat step 2 with 𝛿𝑥2 is smaller than 𝛿𝑥1. Stop when the optimal value (𝑥𝑖 , 𝑓𝑖) in area 𝑅𝑖+1does not change. 

By carrying out this technique, there will be a chance to get faster optimal value with fewer searches. 
 

2.5 Optimization Design 
The value which limits hyperparameter space search in this research is shown in Table 1. Each of convolutional 

layer, pooling layer, and fully connected layer uses two layers. If we do systematic search in all hyperparameter 
combination, a lot of model combination will need evaluation. In this research, all options of activation function will be 
evaluated, assuming that activation functions are the most related parameter to the model. In each evaluation of 
activation function, each hyperparameter’s random value is taken for 50 times per activation function type. Therefore, 
the experiment is done 350 times (50x7 activation functions), The best result will be used as the next input process.  

 
Table 1. Range Value of Hyperparameter 

Hyperparameter Range 

Activation function [ReLU, ELU, Sigmoid, SELU, tanh, softsign, softplus] 
Number of kernel  [10,11,…, 100] 
Kernel size [2x2,3x3,4x4,5x5,6x6,7x7] 
Fully connected layer node [10,11,…, 100] 

 
Coarse-to-fine technique with grid search optimization is applied to hyperparameter of kernel number and node 

number to fully connected layer. This technique is applied to reduce the number of search and to locate optimum value 
in a quite big dimension. This experiment is conducted for 60 times (3 iteration x 5 samples x 2 layers of kernel number 
x 2 layers of node number). In this point, there is optimization of kernel size hyperparameter which can be done with 
grid search technique for 12 times (6 kernel size x 2 layers). In each experiment, 50 iterations are used to limit the 
training procces. Computation time is not considered since in this research, optimization methods comparison is not 
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commited. Time efficiency considered by limiting the numbers of experiments. Figure 3 shows optimization design in 
this research. 

 

 
Figure 3. Design of CNN Hyperparameter Optimization 

 
3.  Results and Discussion 

A CNN model that has not been optimized was used to evaluate image enhancement result. Table 2 shows that 
the result of denoising wavelet evaluation gave the best result by 92.89% accuracy value, while the loss function value 
with cross entropy was 0.2990. The result of model evaluation with CNN before optimization had given better accuracy 
compared to the previous research which used CPN algorithm. Next, dataset coming from denoising wavelet would be 
the input of optimum CNN hyperparameter search process.  

 
Tabel 2. Accuracy Value and Loss Function Based on Image Enhancement 

Image Enhancement Original LoG Wavelet 

Accuracy 0.8956 0.9200 0.9289 
Loss function value 0.3910 0.3202 0.2990 

 
The next process was exhaustive-random search process by evaluating all activation functions and choosing 

another hyperparameters randomly. The model evaluation on testing process produced accuracy value as shown in 
Table 3. It shows that the best accuracy average was given by SELU function by 0.9572 and the least accuracy was 
produced by sigmoid function by 0.7999. Meanwhile, the smallest deviation standard was gained from ELU function. 

 
Table 3. Accuracy Value and Loss Function Based on Activation Function  

Activation Function ReLU ELU Sigmoid SELU tanh softsign softplus 

Accuracy 

Max 0.9644 0.9733 0,9200  0.9711 0.9733 0.9711 0.9578 

Min 0.8000 0.8644 0,5178 0.9267 0.8600 0.8511 0.6800 

Average 0.9033 0.9544 0,7999 0.9572 0.9508 0.9383 0.9055 

St.dev. 0.0437 0.0180 0,0921 0.0474 0.0229 0.0272 0.0474 

 
The loss function value of this experiment showed that there was a small value on the training and validation 

process, yet showed big value during the testing. For instance, by applying the best hyperparameter on SELU function, 
the loss function value produced on the training was 1.5239e-04, and 1.9222e-04 on the validation. Yet, on the testing, 
the loss function value was 0.1292. It showed that the model could be overfitting. However, the accuracy value gained 
was quite satisfying. Further research can be conducted to find the cause and solution to that overfitting. Figure 4 
showed loss function graph from the research, arranged from the smallest to the biggest. The loss function average of 
sigmoid produced the highest value by 0.9443 and had high diversity. SELU had the smallest deviation standard by 
0.0628 and showed more stable result, while tanh had the smallest average loss function value by 0.1327. 
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Figure 4.  Graph of Loss Function Value Based On Activation Function  

 
The activation function used in the next step was the one with the best average performance, SELU function 

(Scaled Exponential Linear Unit). This function was first introduced in research [30] as the one that prevented vanishing 
phenomenon and exploding gradients. SELU function is defined with the formula in Equation 4. 
 

𝑓(𝛼, 𝑥) = 𝜆 {
𝛼(𝑒𝑥 − 1), 𝑥 < 0

𝑥, 𝑥 ≥ 0
 (4) 

 
Maximum accuracy gained from SELU activation function was 0,9711 with loss function = 0.2090. The randomly 

gained hyperparameter value was: the number of kernel on the first convolutional layer was 54, and the one on the 
second layer was 63. The kernel size on the first convolution was 7, and the one on the second convolution was 5. The 
number of node on the first fully connected layer was 73 and the one on the second layer was 44. Next, with this 
hyperparameter, grid coarse-to-fine was conducted to optimize the number of kernel and the number of node on fully 
connected layer and grid search to optimize the kernel size. The evaluation result is shown in Table 4.  

 
Table 4. Optimum Value with Grid Coarse-to-fine search Method 

Hyperparameter Layer Optimum value Accuracy 

Number of kernel  
1 59 0.9733 

2 30 0.9689 

Number of fully connected 
layer node  

1 52 0.9667 

2 91 0.9756 

Kernel size  
1 7 0.9756 

2 5 0.9756 

 
Table 4 shows that grid-coarse-to-fine process did not fully produce localization of the best optimum value. In the 

number of kernel of the second layer and the number of node of the first fully connected layer, this method was jammed 
on the local optimum so it produced smaller accuracy value compared to the one produced on the previous random 
search result. Grid search process on the number of kernel did not give improvement on accuracy as well. It means that 
the previous random value had been the optimum value. Finally the best model of hyperparameter optimization result 
is shown in Table 5. Face classification using CNN with this hyperparameter produced accuracy up to 97.56%. Model 
accuracy of this research was better than the previous one using Counter-Propagation Neural Network (CPN) by 60%. 
The optimum hyperparameters resulted from this research couldn’t be generalized for other cases. However, the 
method applied could be an alternative way to determine optimum hyperparameters on other cases. 
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Table 5.  Hyperparameter Optimum Value 
Hyperparameter Layer Optimum value 

Activation function - SELU 

Number of kernel  
1 59 

2 63 

Kernel size   
1 7 

2 5 

Number of fully connected 
layer node 

1 73 

2 91 

 
4. Conclusion 

This research applies hyperparameter optimization of CNN network structure by combining random search, grid 
search, and coarse-to-fine technique. The produced model is implemented on face detection images that have low 
quality. The combination of these three approaches can lessen the number evaluation that needs to be done and 
produce optimum models as expected. The application of CNN algorithm before image enhancement produces 
accuracy of 89.56 %. Denoising wavelet improves image quality; therefore it improves accuracy value by 92.89%. 
Hyperparameter optimization of activation function using exhausted-random-search improves accuracy up to 97.11%. 
Next, by using grid coarse-to-fine method to other hyperparameters, the accuracy was slightly increased up to 97.56%. 
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