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This study proposes a hybrid deep learning models called attention-based 
CNN-BiLSTM (ACBiL) for dialect identification on Javanese text. Our ACBiL 
model comprises of input layer, convolution layer, max pooling layer, batch 
normalization layer, bidirectional LSTM layer, attention layer, fully connected 
layer and softmax layer. In the attention layer, we applied a hierarchical 
attention networks using word and sentence level attention to observe the level 
of importance from the content. As comparison, we also experimented with 
other several classical machine learning and deep learning approaches. 
Among the classical machine learning, the Linear Regression with unigram 
achieved the best performance with average accuracy of 0.9647. In addition, 
our observation with the deep learning models outperformed the traditional 
machine learning models significantly. Our experiments showed that the ACBiL 
architecture achieved the best performance among the other deep learning 
methods with the accuracy of 0.9944. 

1. Introduction 
Javanese is one of the languages of the Austronesian family which is the most widely spoken regional language 

in Indonesia [1]. However, not all Javanese speakers speak the same dialect because Javanese language has several 
dialect variations in which each dialect represents specific characteristics of certain tribes and regions [2]. Javanese 
used in different regions may differ in its pronunciation, tone and vocabulary. In this case, there are several factors that 
cause dialects to differ from one another, such as including geographical, ethnic and social class conditions [1]. 
Geographically, Javanese is used in everyday conversation by people who live in Central and East Java. Moreover, 
there are three main different dialects spoken by people in Central and East Java, namely the standard dialect, 
Banyumas, and East Java. The standard Javanese dialect comes from people who live in Yogyakarta, Solo and their 
surrounding areas. The Banyumas dialect, or better known as Basa Ngapak, is spoken by people in the western part 
of Central Java Province, including, Banyumas Regency, Pekalongan Regency, Tegal Regency, Kebumen Regency 
and the western part of Kedu Regency. The East Javanese dialect covers most of East Java, except Banyuwangi [1]. 

Based on the explanation above, this study aims to automatically identify Javanese dialects into three 
classification classes, namely standard Javanese dialects, Javanese dialects, and East Javanese dialects. Dialect 
identification is a process of identifying dialects of a particular segment of sound or text in any shape and size 
automatically [3]. Automatic dialect identification on text is a challenging task when compared with language 
identification, since there are various languages that have closeness and similarity with each other [4].  

A number of studies in the field of dialect identification have attracted many researchers. Altamimi and Teahan 
[5] identified Arabic dialect on Twitter using Prediction by Partial Matching approach. This study proposed both character 
and word level n-gram as features. Moreover, they also compared three different machine learning algorithms, namely 
Multinomial Naïve Bayes, LibSVM and K-Nearest Neaighbour (KNN). Fares, et al [3] proposed a deep learning and 
hybrid frequency based features for Arabic dialectical identification. They built a multiple neural network model using 
word and document representations. Their experiments showed that the combination between character TF-IDF, word 
TF-IDF and neural network achieved the best performance with the dev-set F1-score of 66.6%. Xu, et al [6] presented 
a dialect identification for Chinese language. Their study revealed that feature based PMI (Pointwise Mutual Information) 
and word alignment were shown the best achievement for Chinese dialect identification. Yang and Xiang [7] also 
performed Chinese dialect identification. Theiy found that Multinomial Naive Bayes with n-gram feature and Bidirectional 
LSTM with word embedding have very good performance to discriminate Mandarin dialect varieties. Ali [8] proposed a 
character-level CNN to distinguish four German dialects. The study found that adding GRU with recurrent layer as an 
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embedding layer before convolutional layer achieved the best performance to classify German dialects. Criscuolo and 
Aluisio [9] proposed character n-gram and word-level CNN to distinguish several closely-related languages.  

The dialect identification task in this study is performed by treating it as a text or document classification task 
[10]. Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN) are the most common deep learning 
methods for text classification tasks [7]. Other deep learning methods, such as Long-Short Term Memory (LSTM), 
Bidirectional LSTM (BiLSTM), combination between CNN and LSTM, CNN and BiLSTM have also applied in text 
classification [11][7]. Currently, with the popularity of attention mechanism [12][13], researchers are proposing attention 
mechanism to be added in their deep learning models on text classification problems. Wang, et al [14] applied attention-
based LSTM for aspect-based sentiment classification. Yang, et al [15] proposed a hierarchical attention network to be 
applied on document classification. Li, et al [16] proposed a self-attention mechanism on Bidirectional LSTM for 
sentiment classification. Liu and Guo [17] presented a Bidirectional LSTM and CNN with attention mechanism for text 
classification. 

Based on the success of the implementation of the deep learning and attention mechanism methods, we propose 
a hybrid deep learning model called attention-based CNN-Bidirectional LSTM (ACBiL) to automatically identify dialect 
on Javanese text. In this study an attention mechanism is proposed in our CNN-BiLSTM architecture. There are two 
reasons behind the adding of this attention mechanism. First, we add attention mechanism to handle both long-range 
and local dependencies [18]. The long-range dependency shows the relationship and gap between related terms or 
words in a sequence of text  [19]. The local dependency represents the syntactic dependency between terms. Second, 
attention mechanism has the ability to compute faster with less number of parameters than RNN [18][20]. As 
comparison, we also experiment with other several classical machine learning and deep learning approaches. We follow 
the previous study that experimented with three different traditional machine learning approaches based on bag of 
words n-gram features as baseline such as, Multinomial Naïve Bayes (MNB), Support Vector Machine (SVM), and 
Logistic Regression (LR) [7]. In addition, the term frequency-inverse document frequency (TF-IDF) weighting features 
are proposed as well for those three methods respectively. As for deep learning methods, we test other several models, 
including, RNN, GRU, CNN, LSTM, BiLSTM and CNN-BiLSTM.  

 
2. Research Method 
2.1 Datasets and Preprocessing 

We collected our datasets Twitter using Twitter API and tweepy library provided by Python. The datasets were 
categorized into three classes, Standard Javanese, East Javanese and Ngapak Javanese. We collected a total of 16500 
sentences and we made our dataset balanced with 5500 data for each class. The datasets were labelled manually by 
3 persons who understand three Javanese dialects. As for preprocessing, we perform a standard preprocessing tasks 
for Twitter text data that have been conducted in our previous study [21]. The preprocessing tasks are including 
removing punctuations, removing non-ASCII characters, removing URLs, removing digits or numbers from string, 
removing white spaces and lowercase. 

 
2.2 Classical Machine Learning Models 

The most popular method for dialect identification task is classical machine learning models based on feature 
engineering [7]. This study uses three classical machine learning models as baseline, including Multinomial Naïve 
Bayes (MNB), Support Vector Machine (SVM) and Logistic Regression (LR). We propose n-gram language model and 
TF-IDF as our feature for the respective traditional machine learning methods. N-gram language model represents N 
sequence of words and then assign probabilities for each word sequences. In this work, we apply both unigram (1-
gram) and bigram (2-gram) language model for training the model. TF-IDF is a statistical approach to measure the 
weight of each term in a corpus by multiplying term frequency and inverse document frequency. 

 
2.3 Deep Learning Models 
2.3.1 Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) was built to deal with images and computer vision [8]. Currently, CNN has 
been applied in natural language processing tasks and it has given promising result [22]. Typically, CNN consists of 
three layers, such as convolutional, pooling and fully connected layers. In CNN building blocks, convolutional and 
pooling layers are the first two layers which perform feature extraction, while the fully connected layer maps the 
extracted features into the final output as classification result [23]. 

 
2.3.2 Recurrent Neural Network (RNN) 

RNN is a neural network method that was proposed to deal with sequential data [24]. In RNN, the task for each 
part of an order is repeated, with the output of the current state is depending on the preceding computations. RNN 
saves information about what has been computed in a memory. The basic formula of RNN is shown by, 
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ℎ𝑡 = 𝑓(ℎ𝑡−1, 𝑥𝑡) (1) 
 

According to the Equation 1, the current hidden state (ℎ𝑡) is obtained from a function of the precedent hidden 
state ℎ(𝑡−1) and the present input (𝑥𝑡). The variable (ℎ𝑡) is a latent variable that stores the sequence information.  

 
2.3.3 Long-Short Term Memory (LSTM) 

LSTM is generally used to solve the sequence data such as text and proven excellent performance in text 
classification problem [17]. In LSTM cell state, the information will be removed or added which is regulated by three 
gates, namely forget gate, input gate and output gate. All of the processes through those three gates are illustrated by 
the following composite functions. 

 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑥𝑡 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑊𝑐𝑖𝑐𝑡−1 + 𝑏𝑖) (2) 

  

𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑥𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑊𝑐𝑓𝑐𝑡−1 + 𝑏𝑓) (3) 

  
𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡 𝑡𝑎𝑛ℎ(𝑊𝑥𝑐𝑥𝑡 + 𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝑐) (4) 

  
𝑜𝑡 = 𝜎(𝑊𝑥𝑜𝑥𝑡 + 𝑊ℎ𝑜ℎ𝑡−1 + 𝑊𝑐𝑜𝑐𝑡−1 + 𝑏𝑜) (5) 

  
ℎ𝑡 = 𝑜𝑡𝑡𝑎𝑛ℎ (𝑐𝑡) (6) 

 
Where 𝜎 is the sigmoid function, i, f, o and c are respectively represent the input gate, forget gate, output gate 

and cell activation vectors [25]. W and b respectively denote weight matrices and bias vectors. Equation 2 demonstrates 
the input gate 𝑖𝑡 with its corresponding weight matrix 𝑊𝑥𝑖, 𝑊ℎ𝑖, 𝑊𝑐𝑖 and bias vector 𝑏𝑖. Equation 3 illustrates a forget gate 

𝑓𝑡 with its corresponding weight matrix 𝑊𝑥𝑓, 𝑊ℎ𝑓, 𝑊𝑐𝑓 and bias vector 𝑏𝑓. Equation 5 represents the output gate 𝑜𝑡 with 

its corresponding weight matrix 𝑊𝑥𝑜, 𝑊ℎ𝑜, 𝑊𝑐𝑜 and bias vector 𝑏𝑜. The 𝑐𝑡 in Equation 4 stands for the current state which 
is generated by computing the weighted sum from both previous cell state and current information generated by the cell 
[25]. Finally, ℎ𝑡 in Equation 6 represents the hidden layer state at time t. 

 
2.3.4 Gated Recurrent Unit (GRU) 

Gated Recurrent Unit (GRU) is one of the RNN variant architecture which aims to solve the disappearing gradient 
problem in a standard RNN. It simplifies the LSTM gates into two gates, update and reset gate which are computed by 
the Equation 7 and Equation 8 [26]. The update gate (𝑧𝑡) decides how much of previous information needs to be proceed 

in the future. The reset gate (𝑟𝑡) is responsible about how much information to forget from the past information. The 

variable ℎ̂𝑡 in Equation 9 and ℎ𝑡 in Equation 10 represent the candidate activation and output vector respectively. 
 

𝑧𝑡 = 𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1 + 𝑏𝑧) (7) 
  

𝑟𝑡 = 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1 + 𝑏𝑟) (8) 
  

ℎ̂𝑡 = 𝑡𝑎𝑛ℎ(𝑊ℎ𝑥𝑡 + 𝑈ℎ(𝑟𝑡 ℎ𝑡−1) + 𝑏ℎ) (9) 

  

ℎ𝑡 = (1 − 𝑧𝑡)ℎ𝑡−1 + 𝑧𝑡ℎ̂𝑡 (10) 

 
2.3.5 Bidirectional LSTM (BiLSTM) 

BiLSTM is an improvement of LSTM networks which aims to enhance the model performance on sequence 
classification problems. Different from LSTM networks, BiLSTM networks train the input sequence using two LSTM 
networks. BiLSTM combines between two hidden layers, forward and backward hidden layers [17]. By employing both 
forward and backward hidden layers in BiLSTM, both preceding and subsequent contexts can be captured. As shown 

by the Equation 11, Equation 12, and Equation 13, BiLSTM calculates the forward hidden sequence ℎ⃗ , backward hidden 
sequence ℎ⃖ and then combined to compute the output sequence 𝑦. This calculation is conducted by iterating the 
backward layer from t=T to 1, the forward layer from t=1 to T and updating the output layer, thus: 

 

ℎ⃗ 𝑡 = 𝐻(𝑊𝑥ℎ⃗⃗ 𝑥𝑡 + 𝑊ℎ⃗⃗ ℎ⃗⃗ ℎ⃗
 
𝑡−1 + 𝑏ℎ⃗⃗ ) (11) 

  
ℎ⃖𝑡 = 𝐻(𝑊𝑥ℎ⃖𝑥𝑡 + 𝑊ℎ⃖ℎ⃖ℎ⃖𝑡−1 + 𝑏ℎ⃖) (12) 
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𝑦𝑡 = 𝑊ℎ⃗⃗ 𝑦ℎ⃗
 
𝑡 + 𝑊ℎ⃖𝑦ℎ⃖𝑡 + 𝑏𝑦 (13) 

 
2.3.6 CNN-BiLSTM Models 

In this study, we added dense and dropout layer after max pooling layer for CNN-BiLSTM models. Zhou, et al 
[27] introduced a combination CNN-BiLSTM model in order to obtain two things, local features of phrases and global 
information of sentences. In this CNN-BiLSTM model, CNN takes out a higher level sequence representation from word 
embedding sequences. 

  
2.3.7 Attention-based CNN-BiLSTM (ACBiL) 

The basic concept of the ACBiL method is almost similar with the one proposed by Liu and Guo [17]. There are 
some differences between our proposed architecture and the previous architecture proposed by [17]. First, we did not 
use pre-trained word vectors to construct word embedding. Instead of using pre-trained word embedding, we put 
embedding layer in our model to build our word embedding as n-dimensional dense vector. Second, we only employed 
one attention layer in our architecture, whereas the previous research used two attention layers. Finally, as for the 
optimization algorithm, we applied Nadam (Nesterov-accelerated Adaptive Moment Estimation) optimizer which 
combines Adam and NAG [28]. The proposed attention-based CNN-BiLSTM architecture is described below: 
1. Input layer: The input layer is an embedding layer which receives the sentences from dataset in a form of word 

sequences to the model architecture. The embedding layer aims to capture the semantic information of the sentence. 
This embedding layer receives 𝑛 word sequence (𝑤) and these will be represented as a vector in a form of 𝑑 

dimensional word embedding. In this layer, the word sequence (𝑤) is mapped into a sequence vector (𝑥). Each 

sequence vector (𝑥𝑤) is a real-valued vector (𝑋𝑤 ∈ 𝑅𝑑). The length of dimensional word embedding is obtained from 
the maximum sequence length in our dataset.  

2. Convolutional layer: We apply one-dimension convolutional layer which creates a convolutional kernel to be 
convolved on a single spatial or temporal dimension to produce a tensor of outputs. In our CNN model, we put a one 
dimension (1D) convolutional layer in the top of embedding layer. In this 1D convolution operations, the input 
sequence vector (𝑥) will be mapped into a hidden sequence (ℎ). Let 𝑥𝑖:𝑖+𝑤−1 represents a concatenation of 

𝑥𝑖, 𝑥𝑖+1, … , 𝑥𝑖+𝑗, a window of words 𝑥𝑖:𝑖+𝑤−1 can produce a feature (𝑐𝑖) by using Equation 14. 

 
𝑐𝑖 = 𝑓(𝑘 ∙ 𝑥𝑖:𝑖+𝑤−1 + 𝑏) (14) 

 
Where 𝑓 represents a non-linear function and 𝑏 ∈ ℝ represents a bias term. A new feature (𝑐𝑖) is created by applying 

a filter 𝑘 ∈ ℝ𝑤𝑑  to a window of concatenated word embedding with the size 𝑤. The final result of feature map is 
presented in Equation 15. 
 

𝑐 = [𝑐1, 𝑐2, … , 𝑐𝑛−ℎ+1] (15) 
 

Here 𝑐 ∈ ℝ𝑛−ℎ+1, 𝑛 and ℎ represent the number of filters and the dimensionality of the hidden sequence respectively. 
In this layer, we apply Rectifier Linear Unit (ReLU) as a non-linear function after every convolution process.  

3. Max pooling layer: We employ 1D max pooling to be applied to the connected output of the multiple convolution 𝑐. 
Max pooling layer performs a down-sampling towards the input representation by getting the maximum value over 
the window as the extracted feature map. The process of taking the maximum values is performed by converting a 

sequence 𝑐 into a single hidden vector 𝑐′, thus 𝑐′ = max {𝑐}.  
4. Batch normalization layer: Batch normalization layer is added on the top of one-dimension max pooling layer to 

normalize the inputs of the previous layer. 
5. Bidirectional LSTM layer: The BiLSTM permits the networks to obtain both backward and forward information 

regarding the sequence at every step. In BiLSTM, sequence long-term dependencies are being captured through 
extending a standard recurrent neural network using both forward and backward memory states. To avoid overfitting 
and improve our model performance, we add three regularization parameters, such as kernel regularizer, recurrent 
regularizer and bias regularizer. Those three regularizations are utilized to apply a penalty during optimization 
process on the kernel weights matrix, recurrent kernel weights matrix and bias vector respectively.  

6. Attention layer: Attention layer generates a weight vector and perform multiplication to transform a word-level 
features combination from every time step into a sentence-level feature vector. This work follows the architecture of 
the Hierarchical Attention Network (HAN) proposed by Yang, et al [15]. The HAN comprises of three components, 
such as: (i) word encoder, (ii) word-level attention, (iii) sentence encoder and (iv) sentence-level attention. In this 
study, we perform dialect identification as a document-level classification. We make an assumption that a document 
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consists of 𝐿 sentences 𝑠𝑖 and there are 𝑇𝑖 words in every sentence. The words in the 𝑖𝑡ℎ sentence is represented 

as 𝑤𝑖𝑡 with 𝑡 ∈ [1, 𝑇]. 
(i) Word Encoder. A bidirectional GRU [12] summarizes information to obtain annotation of words and integrate 

the contextual information in the annotation. The sentence is read from two directions with the bidirectional 
GRU. 

(ii) Word-level Attention. In word-level attention, the most informative words that have important contribution in a 
sentence meaning are extracted by using attention mechanism. This process is computed as, 
 

uit = tanh (Wwhit + bw) (16) 
  

αit =
exp (uit

Tuw)

∑ exp (t uit
Tuw)

 (17) 

  

si = ∑αithit

t

 (18) 

 
In Equation 16, 𝑢𝑖𝑡 is a hidden representation of the word annotation ℎ𝑖𝑡. As shown by the Equation 17, the 

word significance is measured by calculating similarity between 𝑢𝑖𝑡 with a term level context vector 𝑢𝑤  and 

obtain a regularized weight 𝛼𝑖𝑡 using softmax function. In Equation 18, the sentence vector 𝑠𝑖 is calculated as a 
weighted sum of the multiplication between the weight 𝛼𝑖𝑡 and word annotation ℎ𝑖𝑡. 

(iii) Sentence Encoder. Similar with word encoder, bidirectional GRU is applied as well to encode the sentences.  
(iv) Sentence-level Attention. Almost similar with word-level attention, attention mechanism is utilized and we 

make use of a context vector 𝑢𝑠 in sentence level to gauge the significance of the sentences. In a document, 
the summarization of all the details of sentences is represented in a document vector 𝑣.  This calculation is 
presented in the Equation 19, Equation 20, and Equation 21. 

 
𝑢𝑖 = tanh (𝑊𝑠ℎ𝑖 + 𝑏𝑠) (19) 

  

𝛼𝑖 =
exp (𝑢𝑖

𝑇𝑢𝑠)

∑ exp (𝑖 𝑢𝑖
𝑇𝑢𝑠)

 (20) 

  

𝑣 = ∑𝛼𝑖ℎ𝑖

𝑖

 (21) 

7. Dense layer: Dense layer reshapes the tensor result to have the shape that equals to the number of elements in 
the tensor. 

8. Softmax layer: This layer predicts the probability distribution for each classes by simply squashing values into a 
specified range. We put a dense layer with softmax activation function which act as output and prediction layer. The 
softmax layer is chosen because of its ability on handling multiple classes problem. Suppose that we have the input 
vector 𝑥𝑖 and 𝑘 output label, the softmax activation function is defined in the Equation 22. 
 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖) =
exp (𝑥𝑖)

∑ exp (𝑥𝑖)
𝑘
𝑗=1

 (22) 

  
3. Result and Discussion   

The dialect classication taks in this work were applied by following the previous study by [29] which modelled as 
a sentence classification task. Our training process for both traditional machine learning and deep learning models were 
evaluated using accuracy metrics and implementing k-fold cross validation with the k value of 5. We used Scikit-learni 
to implement classification tasks with the classical machine learning. We performed three processes, including count 
vectorizer, tf-idf transformer and classifier. The count vectorizer performs tokenization and build a vocabulary from a 
collection of texts and encode the new text documents with the vocabulary. N-gram range is used for considering n-
values for different word n-grams. We experiemented two different n-gram range, (1,1) means only unigram and (1,2) 
means consider both unigram and bigram. Tf-idf transformer aims to transform a word frequency matrix into a 
normalized term frequency or term frequency-inverse document frequency representation. In this task, we applied 
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smoth inverse document frequency weights by adding one to document frequencies to avoid division by zero. In the 
classifier process, we employed Multinomial Naïve Bayes, Support Vector Machine and Logistic Regression. Table 1 
shows the result of the classical machine learning models. From the result, we found tha considering bigram feature did 
not produce significant result in increasing the accuracy of the model. Among those three traditional methods, applying 
bigram feature only worked better on Multinomial Naïve Bayes algorithm. Generally, we can see that the Linear 
Regression models outperformed the other traditional machine learning methods with the average accuracy of 0.963 
and 0.9647. Compared with other traditional machine learning methods, the Linear Regression using unigram achieved 
the best accuracy of 0.9647.  

 
Table 1. The Accuracy of Traditional Machine Learning Models 

Traditional Machine Learning Methods Avg. Accuracy 

MNB + Bigram 0.9342 
MNB + Unigram 0.9301 
SVM + Bigram 0.9471 
SVM + Unigram 0.9493 
LR + Bigram 0.963 
LR + Unigram 0.9647 

 
To build the deep learning models, we utilized Kerasii deep learning API with Tensorflowiii as backend. All of our 

deep learning models are built based on the previous framework proposed by [7]. The first component of our deep 
learning model is an embedding layer which functions as an input layer. The embedding layer aims to capture the 
semantic information of tweets data [30]. The embedding layer receives 𝑛 tokens (𝑤) and these will be represented as 
a vector in a form of 𝑑 dimensional word embedding. We assign three different paramates in the embedding layer, 
including input dimension, input length and output dimension. The input dimension of our embedding layer is the size 
of the vocabulary which is the maximum integer index plus one. The output dimension represents the output vector size 
for every word. The value for the output dimension here is 100. The length of our input is assigned by the maximum 
sequence length in our dataset.  
 

 
Figure 1. Attention-based CNN-BiLSTM Architecture 

 

In our model, we modified the previous architecture [7] by adding more layers after the embedding layer. We 
added dense layer with 32-unit dimension and ReLU as the activation function. Moreover, we applied a regularization 
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technique to avoid overfitting in our neural network architecture by adding a dropout layer [31] on the top of dense layer 
with the dropout rate of 0.2. The next component is sentence encoder layer which is determined by several deep 
learning models. The sentence encoder layer receives the output from embedding layer then produce a high level vector 
representation (𝑣). This encoder layer aims to encode the sentences into fixed-size vectors representation. In this layer, 
we experimented with several different deep learning models, such as RNN, GRU, LSTM, BiLSTM. For RNN, GRU, 
LSTM and BiLSTM model, the dimensionality of the output space is equal to 32-unit.  

In our CNN and hybrid CNN-BiLSTM model, we put a one-dimension convolutional layer in the top of embedding 
layer. We assigned this 1D convolutional layer with 32 filters, 3 kernel size, 1 strides and ReLu as the activation function. 
On the top of the convolution layer, a one-dimension max pooling layer was attached with pool size of 2. On the next 
layer, we put a dense layer with the hidden units of 32 and ReLU as the activation function. After that, we added dropout 
layer with the dropout rate of 0.2. For the CNN model, we attached a flatten layer before the output dense layer to flatten 
the feature map into a column. Ultimately, we added a dense layer as the output layer with softmax function.  

Figure 1 shows the architecture of our attention-based CNN-BiLSTM (ACBiL). We used the same parameters 
that were applied in the other deep learning models for the embedding layer, convolution layer and max pooling layer. 
A batch normalization layer was added to enhance the training performance. After that, we attached a BiLSTM layer 
with 32 fiters and we applied three different L2 regularization processes on it, including kernel regularizer, recurrent 
regularizer and bias regularier with the value of 0.01 respectively. We then added a hierarchical attention networks on 
the top of BiLSTM layer to focus on obtaining the most significant word feature from sentences. In the next layer, we 
put a fully connected layer with the dimension unit of 32. Finally, a softmax layer was employed as a prediction layer by 
producing probability distribution for the respective category.  

The experiment result of our deep learning models are listed in Table 2. Overall, the result of the deep learning 
models outperformed the traditional machine learning models significantly. The accuracy result for our deep learning 
models achieved in around 0.99xx. The accuracy achieved from the RNN was the lowest among the other deep learning 
methods, which is 0.99. The LSTM reached better performance than BiLSTM with accuracy of 0.9919. CNN-BiLSTM, 
GRU and CNN achieved an accuracy of 0.9935, 0.9936 and 0.9939 respectively. Finally, we found that our ACBiL 
performed slightly better than among the other deep learning models with the accuracy of 0.9944. 

 
Table 2. The Accuracy of Deep Learning Models 

Deep Learning Methods Avg. Accuracy 

RNN 0.99 
GRU 0.9936 
LSTM 0.9919 
BiLSTM 0.9915 
CNN 0.9939 
CNN-BiLSTM 0.9935 
Attention-based CNN-BiLSTM (ACBiL) 0.9944 

 
4. Conclusion 

In this study, a deep learning model called ACBiL (Attention-based CNN-BiLSTM) for Javanese text dialect 
identification is proposed. As comparison, we also experimented with the traditional machine learning and other deep 
learning methods. For the traditional machine learning, we observed with TF-IDF and n-gram feature. We found that 
the Linear Regression with unigram performed better that the other traditional machine learning methods with the 
average accuracy of 0.9647. In addition, our observation with the deep learning models outperformed the traditional 
machine learning models significantly. Finally, the experiments showed that our ACBiL achieved slightly better 
performance than the other deep learning methods with the accuracy of 0.9944. 
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