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Protein Interaction Analysis (PPI) can be used to identify proteins that have a 
supporting function on the main protein, especially in the synthesis process. 
Insulin is synthesized by proteins that have the same molecular function 
covering different but mutually supportive roles. To identify this function, the 
translation of Gene Ontology (GO) gives certain characteristics to each protein. 
This study purpose to predict proteins that interact with insulin using the 
centrality method as a feature extractor and extreme gradient boosting as a 
classification algorithm. Characteristics using the centralized method produces 
12 features as a central function of protein. Classification results are measured 
using measurements, precision, recall and ROC scores. Optimizing the model 
by finding the right parameters produces an accuracy of 74.56% and a ROC 

score of 0.6383. The prediction model produced by XGBoost has capabilities 
above the average of other machine learning methods. 

 
1. Introduction 

Insulin is a crucial protein for biological processes. Insulin protein converts glucose in the blood into energy. If 
the work of insulin is disrupted it can lead to Diabetes Mellitus [1]. In biological processes, Insulin does not work alone, 
but is assisted by other proteins that supporting function and activation of insulin. Therefore, to find out what proteins 
have an influence on insulin, an analysis of Protein-Protein Interactions (PPIs) is needed. Recent developments in high 
throughput Experimental biology and Computational biology have produced large data protein-protein interactions 
(PPIs), which are represented as networks, where nodes correspond with proteins and edges correspond to interactions 
between proteins [2]. Protein interactions have a correlation with protein function, so the equation of protein function 
forms the interaction between one protein with another protein. It is known that proteins that interact physically tend to 
be involved in the same cellular processes, and mutations in their genes can cause similar disease phenotypes [3]. 

The functions of proteins known by analyzing the structure of Gene Ontology (GO) [4]. The same functional 
between proteins can be measured by semantic similarity, the function that returns numerical values reflects the 
closeness of meaning between the two ontological terms affixing protein information. GO is a repository of biological 
ontologies, gene annotations and gene products. Although the annotation data are based on published evidence 
originating from most unreliable high throughput experiments, they are often used as a benchmark for functional 
characterization due to their completeness [3][5]. In the research of G. Montanez and Y. Cho assess the reliability of 
PPI using GO annotation data determined experimentally and concluded computationally. While using the inferred 
annotation data to trim the inferred protein interactions can be surprising, the resulting bias is in the direction of 
confirming the validity of PPI, so that true interactions cannot be classified as wrong, at the expense of leaving some 
fake PPIs undetectable. While acknowledging the disadvantages of such an approach, this allows leveraging freely 
available GO data to potentially improve the reliability of PPI data sets [6]. 

GO annotation data is represented as Directed Acyclic Graph (DAG) which only provides information on the 
relationship of functions to one another. To give a meaningful value to the DAG, the network analysis method can be 
used for weighting each leaf [7]. The graphical approach has the advantage of determining centralization in the network, 
and the central node determines an important role in biological processes [8]. Therefore, the centrality method is suitable 
to be used as a weighting value on DAG to get features on each function of protein molecules. Some researchers use 
the centrality method to analyze PPI such as Centrality Closeness (CC), Edge Clustering Centrality Coefficient (NC), 
Intermediate Centralness (BC), Degree Centrality (DC), Eigen Vector Centrality (EC), Information Centrality (IC) and 
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Subgraph Centrality [9]. However, not all methods used can be used for DAG weighting, because it is classified as 
directed graph, so the selection of certain methods only. 

The role of computing is more often in the preparation of predictive models for biological objects. Computing 
Update has the resolution and speed in building predictive models. The most popular early method for processing large 
databases is the machine learning method, such as Bayesian, Probabilistic Decision Tree, Logistic Regression, and 
Support Vector Machine [10] have been introduced to solve the problem of predicting protein-protein interactions by 
using the property of proteins to classify data [11], however, the primitive methods above are less able to provide good 
predictive models on the accuracy of the model. For example, the best accuracy so far is the Classification using Support 
Vector Machine on protein interaction that affects diabetes mellitus produce an accuracy of 73.6%, using as many as 
2653 data [12]. An updated method is needed that can better solve the problem of data complexity. 

This paper proposes a method for predicting PPIs based on GO by using Extreme Gradient Boosting (XGBoost) 
with feature extraction using the centrality method to build a dataset, Other researchers conducted feature selection 
experiments based on the knowledge they knew [13], because of the compatibility of the data with the form of directed 
graphs and the method used. XGBoost has the advantage of using a gradient enhancement strategy, the increase is 
obtained from the combination of a decision tree which is the basis of a weak classification [14]. The advantage of this 
method lies in the ability to empower several simple classifiers to model small datasets and can prevent overfitting 
caused by the complexity of the model. More importantly, the XGBoost method allows researchers to evaluate the 
contribution of each feature contained in the dataset in generating predictive models [15]. In some biological activity 
dataset testing the XGBoost method outperformed other machine learning algorithm methods such as Random Forest 
(RF), Support Vector Machines (SVM), Radial Basis Function Neural Networks (RBFN) and Naïve Bayes (NB). The 
ability of XGBoost shows exceptional performance on high and low diversity datasets, and in detecting minority activity 
classes on unbalanced data [16]. 

The final goal of this research is to build a PPIs dataset based on gene ontology using the centrality method. The 
results of the dataset are used to get the Extreme Gradient Boosting Classification prediction model, the model can 
predict whether a protein has a strong interaction with insulin or not by considering the XGBoost prediction probability 
value. 

 
2. Research Metodology 

This paper proposes the use of the Betwenness Centrality (BC), Closeness Centrality (CC), and Pagerank 
Centrality (PRC) methods to build a dataset. The resulting dataset is classified using the XGBoost method to find the 
best model from the three datasets. The process of the research as shown in Figure 1. 

The initial stage is collecting GO data and selecting data related to the function of protein molecules. After that, 
GO annotation codes are converted to DAG on the www.ebi.ac.uk/QuickGO page, then the centrality value is calculated 
using BC, CC, and PRC which generates a dataset for each method. After that, each dataset is preprocessed, before 
it is classified to produce a prediction model. 
 

 
Figure 1. The Proposed Method 
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2.1 Data Collection and Dataset Construction 
To build datasets, we select 1595 data insulin protein synthesize and 865 data non-insulin. Data will be classified 

into two classes of proteins namely insulin protein and non-insulin protein. A total of 2460 data was obtained from 
UniProt and Protein Databank (PDB). From all the data collected, they are selected to separate proteins that have 
molecular functions and do not have functions in their molecules. So, the results of the selection obtained 2004 selected 
data, consisting of 1295 positive data as insulin protein and 709 negative data as non-insulin protein. The shape of the 
dataset matrix, the row shows the amount of protein data that builds the dataset, while the column shows the features 
used. The features of the molecular functions used are Binding, Cargo Receptor Activity, Catalytic Activity, Molecular 
Function Regulator, Molecular Transducer Activity, Positive Regulation of Molecular Function, Negative Regulation of 
Molecular Function, Regulation of Molecular Function, Structural Molecule Activity, Transcription Regulator Activity, and 
Transporter Activity. The features used above have influence values that play a role in the performance of molecular 
functions in genes related to insulin. The processing of these features is based on the gene ontology of each protein 
that is used as data. 

The centrality method is one of the graph methods which gives weight to the nodes of the graph. These methods 
are often used in network analysis problems, to get weight by paying attention to the relationship of each node on the 
network (graph). In GO data, the network that occurs can be assumed to be a directed graph, so that the centrality 
method can be calculated the measure of each process in the DAG [17]. If we pay attention to Figure 2a, it is a depiction 
of GO before looking for the centrality values. This description is assisted by MATLAB in drawing graphs and calculating 
centrality values. In this study, three centrality methods are used namely Closeness Centrality, Betweenness Centrality, 
and Page Rank Centrality. For example, we use a molecular function as Figure 2a. Furthermore, the ancestor chart 
was changed to DAG in Figure 2b. 

 

 

 

(a) (b) 
Figure 2. DAG of Functions Related to ATP Binding in the Molecular Function (a) Protein Function Networks After 
GO Annotation Translation on the www.ebi.ac.uk/QuickGO page, and (b) DAG Depiction for Weight Calculation 

using the Centrality Method in MATLAB 
 

The Closeness Centrality (CC) method is a method that calculates the best distance at each node which is 

formulated in Equation 1, 𝑑𝑖𝑗 shows the distance from leaf 𝑖 to leaf 𝑗. The weight of the distance is measured as the 

minimum of hops needed to move from 𝑖 to 𝑗 [18]. The average distance from a node i to the other is given as, 
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𝑙𝑖 =
1

𝑛
∑ 𝑑𝑖𝑗

𝑗

 (1) 

 
The Betweenness Centrality (BC) method of node 𝑖 can be said as how often node 𝑖 finds the shortest path 

between two random nodes of a network [19]. For example, 𝑔𝑠𝑡 becomes the shortest amount of distance between 𝑠 

and 𝑡, then 𝑛𝑠𝑡
𝑖  is the shortest amount of distance between 𝑠 and 𝑡 that passes through node 𝑖. The BC value of 𝑖 can 

be stated as Equation 2.    
 

𝑥𝑖 = ∑
𝑛𝑠𝑡

𝑖

𝑔𝑠𝑡
𝑠,𝑡∈𝑉

 (2) 

 

with the convention of  
𝑛𝑠𝑡

𝑖

𝑔𝑠𝑡
=  0 if both values are 0. 

 
Page Rank Centrality (PRC) is a method of weighting in directed graphs that results from random travel on a 

network. At each node in the graph, the next node is selected with the probability of a series of nodes being passed on 
to the initial node (in the case of an undirected graph it can be called a neighbor). If a node has no successor, then the 
next node is selected from all the existing nodes. The score from the PRC is the average time spent on each random 
search. If the node has a loop to itself, then there is a possibility that the algorithm will pass through the vertex, therefore 
looping to itself can increase the PRC score [7]. Score calculation with PRC as in Equation 3, 
 

𝑝𝑖 = 𝛼 ∑ 𝐴𝑖𝑗

𝑝𝑗

𝜎𝑗
+

𝑛

𝑗=1

+ 𝛽 (3) 

 
where 𝜎𝑗

+ is out-degree of node 𝑗. However, some nodes have 𝜎𝑗
+ =  0, which will cause division with a value of 

0. So, in this case, a vertex is added which is a loop from 𝑗 to 𝑗 itself, to produce 𝜎𝑗
+ =  1. For the record, the node still 

has no contribution value concerning the centrality of the other nodes. 
 
2.2 Extreme Gradient Boosting 

Extreme Gradient Boosting was formulated as the sum of leaf weights in 𝐾-CART (Classification and regression 
trees) trees. Let dataset with n samples and m features, 𝜑 = {(𝑥𝑖 , 𝑦𝑖)}(‖𝜑‖ = 𝑛, 𝑥𝑖 ∈ ℝ𝑚), the tree ensemble model uses 

the additive function 𝐾 to predict output formulated by Equation 4 [14], 
 

�̂�𝑖 = 𝜙(𝑥𝑖) = ∑ 𝑓𝑘(𝑥𝑖)

𝐾

𝑖=1

, 𝑓𝑘 ∈ ℱ (4) 

 

where ℱ =  {𝑓(𝑥) = 𝑤𝑞(𝑥)}  for 𝑞: ℝ𝑚 → 𝑇, 𝑤 ∈ ℝ𝑇 which is the space of the regression tree. 𝑞 is a representation 

of the structure of each tree that maps the dataset to the corresponding leaf index. 𝑇 is the number of leaves in a tree. 

Each 𝑓𝑘 corresponds to an independent tree structure 𝑞 and leaf weight 𝑤. Like the decision tree, each regression tree 

has a continuous score on each leaf, 𝑤𝑖 representing the score on the 𝑖-leaf. For example, we use the decision tree rule 
on a tree (in 𝑞) to classify it into leaves and calculate the final prediction by adding up the scores on the corresponding 

leaves (on 𝑤).  

The learning function of the model used is to minimize the objective function ℒ on Equation 5  [20], 
 

ℒ(𝑥) = ∑ 𝑙(𝑦𝑖 , �̂�𝑖)

𝑖=1

+ ∑ Ω(𝑓𝑘)

𝐾=1

 (5) 

 
where,  
 

Ω(𝑥) = 𝛾𝑇 +
1

2
𝜆‖𝑤‖2  

 
𝑙 is a loss function that can be distinguished between prediction �̂�𝑖 and target 𝑦𝑖 or it can be said that the function 

must be differentiable, whereas Ω is the risk of complexity model. The loss function used is a loss function used in 
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logistic regression. The ensemble tree of Equation 5 contains functions as parameters and cannot be optimized with 
traditional optimization methods in the Euclid space. Instead, the model is additive trained. Given �̂�𝑖(𝑡) to be the 

prediction of the 𝑖-th event in the 𝑡-iteration, it takes 𝑓𝑡 to minimize the following objectives, 
 

ℒ (𝑡) = ∑(𝑙(𝑦𝑖 , �̂�𝑖
𝑡−1) + 𝑓𝑡(𝑥𝑖))

𝑖=1

+ Ω(𝑓𝑡) (6) 

 
the second-order Taylor expansion approach can be used to rapidly optimize the objectives on Equation 6 [21], 

 

ℒ (𝑡) ≅ ∑ (𝑙(𝑦𝑖 , �̂�𝑖
𝑡−1) + 𝑔𝑖𝑓𝑡(𝑥𝑖) +

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖))

𝑛

𝑖=1

+ Ω(𝑓𝑡) (7) 

 

where, 𝑔𝑖  =  
𝜕 𝑙(𝑦𝑖,�̂�𝑖

𝑡−1)

𝜕,�̂�𝑖
𝑡−1  and ℎ𝑖  =

𝜕2 𝑙(𝑦𝑖,�̂�𝑖
𝑡−1)

𝜕,�̂�𝑖
𝑡−12   , 𝑔 is the first derivative of a loss function commonly known as a 

gradient. Whereas the ℎ value is the second derivative of the loss function known as the Hessian.  
Unlike random forests which reduce this loss function by splitting features on the biggest information gain and 

randomly ensembled CART trees, XGBoost transforms the loss function into a new scoring function for selecting the 
best threshold, 
 

ℒ (𝑡)(𝑞) = −
1

2
∑

(∑ 𝑔𝑖𝑖∈𝐼𝑗
)

2

(∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆)

𝑇

𝑗=1

+ 𝛾𝑇 (8) 

 

Where ℒ (𝑡)(𝑞) is the second-order approximation of the loss function at the 𝑡-th iteration for weighting 𝑞 tree, 𝑔𝑖, 

and ℎ𝑖 are the first and second-order loss gradient on the 𝑖-th data. 𝐼𝑗 is the instance set of a certain leaf node 𝑗. In this 

way, XGBoost able to iteratively reduce loss and achieve better performance than other ensemble methods [16]. 
The predicted value of a leaf node can be calculated with the optimal weight equation based on the first derivative 

of Equation 7, 𝑓′(𝑥)  =  0, so the predicted score is, 
 

𝑤𝑗
∗ = −

∑ 𝑔𝑖𝑖∈𝐼𝑗

∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆

 (9) 

 
Equation 8 and Equation 9 can be used as an extraction function to measure the quality of a tree structure 𝑞. 

Because it is not possible to mention all the possible tree structures 𝑞. The greedy algorithm starts with a single leaf 

and iteratively adds branches to the tree that is used as a replacement. Assume 𝐼𝐿 and 𝐼𝑅 are sample sets for the left 
and right sides after separation. Given 𝐼 =  𝐼𝐿 ⋃ 𝐼𝑅, then the loss reduction equation after separation is, 

 

ℒ𝑔𝑎𝑖𝑛 =
1

2
[

(∑ 𝑔𝑖𝑖∈𝐼𝐿
)

2

(∑ ℎ𝑖𝑖∈𝐼𝐿
+ 𝜆)

+
(∑ 𝑔𝑖𝑖∈𝐼𝑅

)
2

(∑ ℎ𝑖𝑖∈𝐼𝑅
+ 𝜆)

+
(∑ 𝑔𝑖𝑖∈𝐼 )2

(∑ ℎ𝑖𝑖∈𝐼 + 𝜆)
] (10) 

 

because the value of 
1

2
 is a constant multiple of the equation, it can be ignored. Equation 10 is used to find the 

best root of a decision tree to minimize the loss function. 
 
3. Results and Discussion 
3.1 The Result of Building Dataset 

The datasets built using the centrality method have different values on each weight. The dataset formed was 
2004 as sample data rows and 11 feature columns. The value of the features of each data is obtained from the sum of 
the 205 functions that affect the main function which is used as a column feature. The weighting of DAG was using 3 
centrality methods, the results of the dataset formed are 3 datasets. To determine which dataset is used must be 
analyzed the accuracy of the model formed from each dataset [22]. The results of the quality of the three dataset models 
can be seen in Table1. it showed the results of prediction model performance against all three datasets. The 
measurement is based on the value of accuracy, precision, recall and ROC Score.  
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Table 1. XGBoost Model Performance Measurement of the Three Datasets 

Datasets Accuracy 
Precision Recall 

ROC  
Score Train Test 

𝑑𝑎𝑡𝑎_𝑏𝑐_𝑖𝑛𝑠𝑢𝑙𝑖𝑛 73.48% 74.56% 85.33% 80.65% 0.6742 

𝑑𝑎𝑡𝑎_𝑐𝑐_𝑖𝑛𝑠𝑢𝑙𝑖𝑛 73.30% 72.05% 83.32% 80.32% 0.5329 

𝑑𝑎𝑡𝑎_𝑝𝑟_𝑖𝑛𝑠𝑢𝑙𝑖𝑛 72.55% 74.39% 85.84% 81.01% 0.6383 

 
By analyzing Table 1, the dataset built with weights obtained from Betweenness Centrality has better accuracy 

than the dataset built with weights obtained from Closeness Centrality and Page Rank Centrality, it has accuracy 
74.56%. These results indicate the centrality method influences the XGBoost model used for classification. GO feature 
extraction with the Betweenness Centrality method makes the XGBoost prediction model better than the other two 
methods. Besides, if observed from the three datasets, the resulting accuracy is not much different, so feature extraction 
with the centrality method produces a good XGBoost classification model. In addition to the accuracy parameters, the 
values of precision and recall indicate differences that are not much different from the three datasets. Because the more 
influential parameter for the next process is only the accuracy of the model, the precision (diversity of data in class) and 
recall are not taken into account because the difference in values is not much different from each other. The results of 
the measurement accuracy of the model formed from each dataset are used as a reference for the next research 
process. The next process uses only one dataset, so the dataset namely 𝑑𝑎𝑡𝑎_𝑏𝑐_𝑝𝑟𝑜𝑡𝑒𝑖𝑛 is chosen as the main dataset. 
From these results, it can also be predicted that the BC method is better used for weighting DAG in the establishment 
of datasets. 

 

 
Figure 3. ROC Curves of the Three Datasets Against the XGBoost Model 

 
The results of selecting the dataset used as an interaction model are strengthened by analyzing the ROC curve. 

The ROC curve in Figure 3 shows the area under the curve of each model built using the XGBoost model. The ROC 
value is obtained from the Area Under Curve (AUC), The greater AUC value is a better model [23]. The curve of 
𝑑𝑎𝑡𝑎_𝑏𝑐_𝑖𝑛𝑠𝑢𝑙𝑖𝑛 has the largest area than other curves or has a value of 0.6742, while 𝑑𝑎𝑡𝑎_𝑐𝑐_𝑖𝑛𝑠𝑢𝑙𝑖𝑛 and 

𝑑𝑎𝑡𝑎_𝑝𝑟_𝑖𝑛𝑠𝑢𝑙𝑖𝑛 have values of 0.5329 and 0.6383, respectively. The points in the ROC graph illustrate all possible TP 
and FP if we run the threshold from the bottom until the top. 
 
3.2 Prediction Result and Optimization 

The performance of the built model can be seen, how the model can minimize errors when classifying the 
objective function of XGBoost model is to minimize the loss function and the model complexity function. In each CART 
tree model formed has varying error values, when the formation of the first tree will have a greater error value than the 
next trees, while as the iteration goes up to the specified tree, the model error will be smaller until the model has an 
error constant. 
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Figure 4. Misclassification and Loss Function Values at Each CART Tree Formation 

 
Testing the performance of XGBoost in constructing the CART tree model is visualized in Figure 4. The XGBoost 

Log Loss graph shows errors that occur during the formation of the 0th tree to the 1000𝑡ℎ tree. The graph shows the 
error in the training process resulting in a smaller value, every time the model builds new trees, it is evident in modeling 
the XGBoost data that it tries to minimize the loss function used. Whereas the prediction process uses test data, the 
same as during the learning process (training) the error value in the formation of the 0th CART tree has an error value 
greater than the other built CART trees. This is reasonable because the formation of the first tree is a weak classification 
with a decision tree. As more trees are formed, the resulting error value decreases. However, at a certain 𝑛-tree value, 
the error value on the graph begins to increase again, it is taught because the model tries to accept all the feature 
specifications contained in the dataset 

If observed from the results of its classification on the graph presented in Figure 4, the classification model 
validated using training data will be better at each new CART tree formation. The results indicate the XGBoost algorithm 
works by correcting the misclassification of the 𝑛th tree against the (𝑛 − 1)𝑡ℎ tree. Whereas in the test data, the 
classification model experienced many adjustments to the complexity and diversity of the value features. Futhermore, 
more CART trees that are formed the possibility of errors getting bigger too. As the number of trees used the errors that 
occurred in the training process decreased while in the test process increased. This situation can lead to an overfitting 
model. An overfitting model has a low loss during training but functions poorly when predicting new data [24]. The 
overfitting model has a small bias and a large variant. However, if the model is too simple it allows the model to be 
underfitting, the model has high bias and low variance. These conditions can make the model worse, most researchers 
these two conditions tend to be avoided. To get a good model in the sense of not experiencing overfitting or underfitting, 
the formation of CART trees can be limited to equilibrium error states that are not too complex and not too simple. From 
Figure 5 it can be analyzed that the model formed is not very overfitting, so the model is well-formed. 

 

 
Figure 5. Important Features that Influence the Formation of the XGBoost Prediction Model 
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Some features have a large influence on the classification model. In Figure 5 shows, the Binding feature has a 
higher 𝐹 −  𝑠𝑐𝑜𝑟𝑒 than the others, the value indicates that the Binding feature has a considerable influence compared 
to the other features [25]. Other features that have a major influence on the formation of the model are Catalytic Activity 
and Molecular Transducer Activity. The effect of these features is usually due to the diversity of values that exist on the 
feature. The Negative Regulation of Molecular Function (NROMF) feature in this model is not considered or can be 
ignored. Because, these two features may have no diversity value, so they did not affect when they are made into nodes 
in each CART tree formed in the model. The classification model that is formed uses only 9 features, which has a 
significant influence on the model being built. 

 
3.3 Comparison of XGBoost Prediction Models with other Machine learning Methods 

Less complete if the model produced by XGBoost is not compared to other machine learning methods. The 
dataset used for comparison uses the highest quality dataset, the dataset that was built using the centrality betweenness 
method. Some popular machine learning methods such as Logistic Regression, K-Nearest Neighbors, Support Vector 
Machine Classification, Multilayer Perceptron, Random Forest, and its predecessor Gradient Boosting are used as a 
comparison to the XGBoost prediction model. The settings of each machine learning are set by default, so there is no 
optimization of one method. 

 
Table 2. Performance Measurement of Several Machine Learning Methods as a Comparison of Predictive Models 

Method Accuracy Percision Recall ROC Score 

Logistic Regression 0.61676646706586 0 1.0 0.684887405609493 
K-Nearest Neighbors 0.67265469061876 0.50520833 0.77669902912621 0.7193230852211434 
Support Vector Machine 0.69061876247504 0.390625 0.87702265372168 0.6923375134843581 
Multilayer Perceptron 0.69660678642714 0.53125 0.79935275080906 0.7632483818770225 
Random Forest 0.72255489021956 0.5572916 0.82524271844660 0.7782665857605179 
Gradient Boosting 0.70459081836327 0.40625 0.8899676375404 0.7773732470334412 
Extreme Gradient Boosting 0.72654690618762 0.58854166 0.81229773462783 0.789231054476807 

 
The results of comparison of several machine learning methods are presented in Table 2. This method is the 

default design and has not been optimized. The method of increasing Extreme Gradients is superior among other 
methods, the value of accuracy is above all methods. Other evidence is shown by the ROC score, which has a higher 
value than the rival method. XGBoost has proven superiority in complex data and unbalanced data sets. The resulting 
prediction model also has very good accuracy, close to real conditions. 

 

 
Figure 6. ROC Graph Simulations of Several Methods are Compared 

 
Clearer visualization of the performance of machine learning methods by looking at the ROC graphs of each 

method. ROC value means that the higher the value of the model, the better. The large value of ROC is assessed from 
the integral Area Under Curve (AUC). Some of the graphs published in Figure 6 show that the XGBoost method has 
lines over other methods. More precisely the method of predicting data.  
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Prediction models that have been formed can be used to predict proteins by extracting features that similar 
analyzed. More specifically, the resulting prediction model can be further analyzed to construct Protein Interactions to 
produce a significant target protein. Significant protein results can be used as a reference for making drugs related to 
insulin, especially Diabetes Mellitus. 

 
4. Conclusion 

Predicting proteins that interact with insulin can be done by analyzing the structure of gene ontology. Building a 
dataset in the form of DAG Ontology Genes is more beneficial by network analysis using the centrality method. The 
best centrality method used to build a dataset is Betweenness Centrality. The XGBoost algorithm studies data sets 
based on data constructions built from GO to produce predictive models. Producing 1000 trees, the algorithm has no 
problems and remains effective between the time and the accuracy of the model, gives an accuracy of 74.56%. The 
XGBoost prediction model is also better when compared to other machine learning methods. ROC score is above other 
methods, namely 0.789231054476807. The XGBoost algorithm for the analysis of proteins that interact with insulin 
produces a better prediction model combined with a centrality method as a feature extractor   
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