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Jatropha Curcas is a very useful plant that can be used as a bio fuel for diesel 
engines replacing the coal. In Indonesia, there are few plantation that plant 
Jatropha Curcas. But there is so limited farmers that understand in detail about 
the disease of Jatropha Curcas and it may cause a big loss during harvesting 
when the disease occured with no further action. An expert system can help 
the farmers to identify the lant diseases of Jatropha Curcas. The objective of 
this research is to compare several identification and classification methods, 
such as Decision Tree, K-Nearest Neighbor and its modification. The 
comparison is based on the accuracy. Modified K-Nearest Neighbor method 
given the best accuracy result that is 67.74%. 

  
1. Introduction 

Jatropha Curcas is a plant categorized as shrub plant, that can live in dry area, which has low rainfall. Southeast 
Asia, Central and South India, and also Southern Africa are the areas that suitable for Jantropha Curcas, so we can 
find a lot of them there [1]. For industrial usage, Jantropha Curcas can be used as diesel engine bio fuel [2]. Like the 
other plant, there are a few plat disease that can attack this plant such as Bacterial Wilt, Anthracnose, Fusarium Wilt, 
Leaf Blight, Charcoal Rot, and Powdery Mildew. Unfortunately, the farmers have just a few knowledge about this plant’s 
disease so it can be harmful when the diseases occured. The plant diseases need to be identified fast so the farmer 
know futher action in order to avoid big loss in harvesting season. An expert system that implements expert knowledge 
can be a solution for robust plant diseases identification. 

There are few methods that can be used for identification, such as Dempster-Shafer [3], Fuzzy Neural Network 
[4], Optimized Fuzzy Neural Network [5], Extreme Learning Machine [6] and Naive Bayes [7] which work based on 
certainty and probabilistic method. Dhempster-Shafer method use belief value for making decision. The preliminary 
search of the author show 86.77% of accuracy. For obtaining the higher accuracy, authors used several classification 
methods on data mining, such as Decision Tree, K-Nearest Neighbor (KNN) and Modified K-Nearest Neighbor (M-
KNN). Different with KNN which classify the class only use the Euclidian distances, in M-KNN the classification is based 
on the validity of each training data and the Euclidian distance to calculate the weight voting value. We want to observe 
and compare the accuracy of these methods. 

There are some previous research that use classification methods on data mining for identification and detection 
case, such as C4.5 algorithm, KNN, fuzzy and neural network. Hashi et al [8] use c4.5 algorithm and KNN method for 
predict diabetes disease. The dataset claimed by The Pima Indians Diabetes Database and Kidney Diseases, with 768 
sample with 8 numerical value attribute and the result show that accuracy of Decision Tree: C4.5 get 90.43% and 
76.96% for KNN method. Meanwhile Vadovsky and Paralic [9] in their case to classification Parkinson patient used 
speech signal applied C4.5 algorithm get accuracy about 60,71%. Baihaqi et al [10] combining C4.5 algorithm with fuzzy 
expert system get the accuracy result 81.82% in diagnose coronary arteri disease case. The combination between fuzzy 
and genetic algorithm can also be used to optimized membership function adjustment of few parameters for determining 
the quality of river water [11] and get better accuracy up to 5%. Whereas Subba et al [12] compare various intrusion 
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detection models with C4.5 algorithm and another methods. It raised accuracy about 99.25% in selection of feature. 
Neural network can also be used for classification, for example malware detection case [13], which determine the 
malware based on the training process of few parameters such as the list of manifest files, permission battery rating, 
and the size of application file. 

K-Nearest Neighbor (KNN) also can be used to solved classification problems. Research conducted by Tan [14] 
for text classification used KNN method found that the use of DragPushing on KNN gives a better performance than the 
Centroid Based algorithms, Winnow, Naïve Bayes and C4.5 Algorithm. In testing this algorithm using case studies such 
as Reuter-21 578, Sector-48, and TDT-5. The use DragPushing on KNN itself can also be used for other object 
classification. The other study was conducted by Liu, Lee and Lin on fall detection by the silhouette image using KNN 
method [15]. In this study, three testing data compared with training data that is between 1: 9, 1: 3 and 1: 1 with a view 
to see the validity of the data used. Based on this study the accuracy of the values obtained 84.44% and can reduce 
the effect of the activity of the human upper body. 

M-KNN is a method of determining the weighting of parameter k in the KNN and weighting parameter is 
determined by using a different procedure. The first thing to do is calculating the validity of all training data. Furthermore, 
the calculation of weight voting on all the test data using the data validity [16]. MKNN has been implemented by 
Simanjuntak et al [17] to identify diseases on soybean plants. By using soybean disease data set consist of 266 training 
data and the K value was determined using the Brute Force. The highest accuracy results in this test at 100% with a 
value of k = 1 and the average accuracy of 5 trials of 98.83%. 

Based on previous researches, we want to know what the best method that implied to Jatropha Curcas disease 
identification between Decision Tree, KNN and M-KNN.  

 
2. Research Method 

In this paper, authors implemented three different approaches (Decision Tree, K-NN, and Modified K-NN) to 
identify Jantropha Curcas diseases from same datasets. The classification result from each approach than will be 
compared based on accuracy and computing performance. This section will show the individual algorithm of each 
approach. 

  
2.1 Decision Tree 

Decision Tree classification used to change the big of fact into a decision tree which represent the rules into 
database language such as Structured Query Language (SQL) to find record in certain category. Tree classification 
method is able to classify and show relation between atributtes.  This method shows the factors that influence alternative 
results of the decision with final result estimated if the decision be accepted. The advantage of decision tree is able to 
break down the complex decision making process becomes simple decision making. So, decision maker will be 
interpreting solution of the problem. The concept of decision tree is change the data to be a decision which represented 
by tree and rule. 

 

 
Figure 1. Decision Tree Hierarchy 

 
Decision tree using hierarchy structure consist of root node, internal node, and leaf node which illustrated in 

Figure 1. Root node is node which located in the top. Internal node is node branch which has only one input and has at 
least two output. Leaf node is the last node which has one input and has no output. There are some algortihm which 
can use to form decision tree, such as ID3, CART, Sprint, SLIQ Public, Cis, Random Forest, Random Tree, ID3+, Oci, 
Clouds and C4.5 algorithm. C4.5 algorithm is develompment from ID3 algorithm [18]. 
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2.2 K-Nearest Neighbor 
Nearest Neighbor is the approach to looking for a case to calculate the closeness between the new cases with 

old cases based on matching the weight of a number of existing features. The classification does not use any model to 
be matched and only based on similarity with previous cases. The following is step-by-step on solving problem using 
KNN algorithm [19]: 
1. Determine parameter k, which show the number of nearest neighbor 
2. Calculate the square of eucledian distance between objects and data samples 
3. Sort the object by eucledian distance in ascending mode 
4. Classify predicted class based on the previous step based on the class that most appear on the k-nearest neighbour 

 
2.3 Modified K-Nearest Neighbor (M-KNN) 

To implement MKNN, we make sure the validity of training data first before calculating the weight voting [13]. 
 
2.3.1 Training Data Validity 

Validity is used to calculate the number of points with the same label for all the data in the training data. The 
validity of any data depended on any nearest neighbors. After validating the data, then the data is used as information 
about the data. The Equation 1 used to calculate the validity of each training data. 
 

𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦 (𝑥) =
1

𝐻
∑ 𝑆

𝐻

𝑖=1

 (𝑙𝑏𝑙(𝑥), 𝑙𝑏𝑙(𝑁𝑖(𝑥))) (1) 

 
Where H is the number of nearest points, lbl(x) is class of X, Ni(x) is the class label of nearest point x. S function 

is used to calculate the similarity between point a and b-nearest neighbor datas. S function is defined in the Equation 
2. 
 

𝑆(𝑎, 𝑏) = {
1, 𝑎 = 𝑏
0, 𝑎 ≠ 𝑏

 (2) 

 
where a is data in the training set, while b is other class except a in the training set. 
 
2.3.2 Weight Voting 

In MKNN method, the weight of each neighbor first calculated using 1 / (de + 1). Then, the validity of any data on 
the training set multiplied by weight based on Euclidean distance. So, the weight voting of each neighbor is calculated 
as follows Equation 3. 
 

𝑊(𝑥) = 𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦 (𝑥) ×  
1

𝑑𝑒 + 0,5
 (3) 

 
where W(x) is the weight voting calculation, and de is the eucledian distance. 
 
3. Results and Discussion 

In this research are grouped into two that is training data and test data. The training data was obtained from 
experts of Jatropha plant disease at Indonesian Crops and Fiber Crops Research Institute. Data obtained from the 
results of direct interviews conducted in 2015 in the form of 9 diseases and 30 symptoms with the value of each symptom 
is worth between 0-1. The test data were obtained from direct observation data at Jatropha plantation in Situbondo. The 
test data obtained amounted to 166 datas that divided into 30 testing datas and 136 training datas. The obtained data 
will be the limitations in this study. In this section, testing for each method and obtained results of the accuracy described 
as follows: 
 
3.1 Decision Tree 

Testing has done 10 times using 31 testing data. In constructing a decision tree using a genetic algorithm that 
has 549 genes on each chromosome. 

Based on Figure 2 can be seen that chromosome shaped matrix with size 9x61. Each line on the matrix shows 
a rule for 1 type of disease. There are 9 lines of rule that show the values of 9 types of Jantropha Curcas plant disease. 
Each rule consist of 61 genes, in which each pair of genes (2 adjacent genes) show the observed variables or 
symptoms. 
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Figure 2. Chromosome 

 
Figure 3 shows the detail of the shape of chromosome on each line. Each gene pair consist of marks and values. 

The genes that show the marks are between 0-4, where each number represent the meaning shown in Table 1. 
 

 
Figure 3. Chromosome Details 

 
Table 1. Marks of Genes 

Number Meaning 

0 
The symptoms are 
ignored/not used 

1 Operator < 

2 Operator ≤ 

3 Operator > 

4 Operator ≥ 

 
While genes that contain values are in the range 0-100. And the most recent genes in each line indicate the type 

of disease. 
 

Table 2. Test Result 

Testing Number Accuracy (%) 

1 0.00 

2 22.58 

3 3.00 

4 3.00 

5 3.00 

6 9.70 

7 9.70 

8 10.00 

9 5.60 

10 3.00 

 
Based on Table 2, the highest accuracy results when the second test is 22.58%. Accuracy obtained is low 

because the use of this method is often obtained a trait that can be categorized more than 1 type of disease with the 
suitability of all variables. It is also very difficult to describe the criteria of other types of diseases so that some diseases 
tend to appear more often as a classification 
 
3.2. K-Nearest Neighbor 

Testing has done by testing the value of k and testing of training data. W used 135 training data and 31 testing 
data. The k value test aims to see how many neighbors are drawn to the nearest which gives a good accuracy value. 
This test uses the k value of multiple 5 and uses 20% training data by the available total training data. 

 0 93 1 67 4 90 … 4 90 0 

1 45 2 56 2 49 … 3 100 1 

3 89 2 99 3 94 … 4 21 2 

2 4 3 23 4 92 … 3 43 3 

4 91 1 65 2 25 … 2 66 4 

1 39 1 36 3 50 … 3 74 5 

2 98 4 77 1 74 … 2 98 6 

0 77 2 39 3 38 … 1 99 7 

2 25 3 59 2 90 … 0 77 8 
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Table 3. Value of k Testing 

K Value Accuracy (%) 

5 35.48 

10 38.71 

15 45.16 

20 35.48 

25 41.94 

 
Based on the Table 3 can be seen that the value of k by 15 has the highest accuracy at 45.16%. K value of 15 

proves the culmination and after than 15 are impairment values. The next test is using test data variant. Test data 
used multiplication 20% using value k = 15. 

 
Table 4. Testing of Training Data 

Number of Data Accuracy (%) 

20% data training and 31 testing data 45.16 

40% data training and 31 testing data 45.16 

60% data training and 31 testing data 45.16 

80% data training and 31 testing data 41.94 

100% data training and 31 testing data 51.61 

 
Testing of training data in the Table 4 proves that the training data as much as 100% gives a maximum accuracy 

at 51.61%. This proves that in the training data 100% has the spread of data train evenly and provide a better solution. 
 

3.2 Modified K-Nearest Neighbor (MKNN) 
In MKNN method, a computational experiment has been done by testing the value of k and testing of training 

data. The training data used is 135 and the test data is 31. The k test aims to see how many neighbors are drawn to 
the nearest which gives a good accuracy value. This test uses the k value of multiple 5 and uses training data of 20% 
of the total training data available. 

 
Table 5. Value of k Testing 

K Value Accuracy (%) 

5 51.61 

10 54.84 

15 61.29 

20 54.84 

25 51.61 

 
Table 5 shows that the value of k by 15 has the highest accuracy at 61.29%. K value of 15 proves the culmination 

and after than 15 are impairment values. The next test is using test data variant. Test data used multiplication 20% 
using value k = 15. 

 
Table 6. Testing of Training Data 

Number of Data Accuracy (%) 

20% data training and 31 testing data 61.29 

40% data training and 31 testing data 41.94 

60% data training and 31 testing data 67.74 

80% data training and 31 testing data 51.61 

100% data training and 31 testing data 61.29 

 
Testing of training data in the Table 6 proves that the training data as much as 60% gives a maximum accuracy 

at 67.74%. This proves that in the training data 60% has the spread of training data evenly and provide a better solution. 
The uneven spread data training causes decreased accuracy when using all training data. 

Table 7 shows that the best accuracy of all methods is 67.74% resulted by modified k-nearest neighbor method. 
M-KNN method can provide better accuracy because this method provides the calculation of validity value of each 
training data based on some nearest neighbors which spread between search space and have the same class label in 
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the first step. This can be a guarantee that if the data has a big value of validity then it will be a good reference to 
classify its class label based on the Euclidian distance. 

 
Table 7. The Best Accuracy in Each Method 

Methods Accuracy (%) 

Decision Tree 22.58 

K-Nearest Neighbor 51.61 

Modified K-Nearest Neighbor 67.74 

 
4. Conclusion 

The methods that have been tested for Jantropha Curcas identification cases are obtained with the highest 
accuracy is the M-KNN method with an accuracy of 67.74% using 60% training data and 31 testing data. These, result 
can still be improved for the better by trying to use other methods for further research such as hybridization with genetic 
algorithm, neural network algorithm, or Support Vector Machine.   
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