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Abstract

One of transportation research topic is detecting trip purpose. Given a collection of GPS mobility records, researchers endeavored to infer useful information such as trip, travel mode, and trip purpose. Obtaining these attributes will help researcher in transportation modelling. This work proposed an approach in defining a trip or a trip segmentation which is a part of trip purpose problem as well as inferring the trip purpose. By Utilizing Dbscan clustering algorithm, decision tree, and some useful features, we are able to detect the trips and their purposes as well as building the model to automate the trip derivation.
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1. Introduction

Trip purpose detection is one from many other research topics in transportation where researchers aim to extract meaningful information from GPS data such as travel mode, trip detection, travel behavior, etc. This information is analyzed and then utilized in many applications such as traffic analysis in transportation system planning [1]. In the future, it can also be helpful in designing land-use distribution, predicting travel demand [2] that can lead to solving traffic congestion, etc. Researcher can take advantage of the information of certain area usage combined with traffic demand from time to time to design a new transportation link for a better traffic management.

Various methods have been conducted to collect transport data to be analyzed. Traditional survey methods include face-to-face interview using paper and pencil, mail-out/ mail-back survey [3], and computer-assisted survey which consists of three types namely computer-assisted telephone interview (CATI), computer-assisted personal interview, and computer-assisted self interview(CASI)[4]. These approaches have some disadvantages such as travel time overestimating [5], misreporting [3], confusion of trip purpose [6], and non-response [7].

Overcoming these limitations, Global Positioning System (GPS) has been exploited in many countries for transport research [8]. Utilizing GPS, survey’s respondents are given logging device or smartphone to track their mobility. This leads to significant reduction in users’ active participation[9]. Hence besides accuracy gain, more data can be collected since more participants are eager to join the survey. Tenacious work in conventional survey has inhibited participation in studies [10].

Although GPS data provides more accurate information, there are several attributes that can’t be extracted directly and need further post processing such as travel mode, trip purpose, and start and end of trip. Machine learning methods and hybrid methods have been utilized for computation in GPS data post processing to extract travel mode [8]. Similarly, several recent studies have investigated methods to automatically derive trip purpose. Wolf built a model to automatically derive trip purpose with the help of a database of land use [2]. Griffin and Huang utilized Decision Tree to train the GPS data for automatic trip purpose derivation [10]. Wang and Fu et.al. detected trip purpose by means of mixture of Hawkes processes [9]. In this study, we propose another method to derive trip purpose from GPS data.

2. Research Method

Each record in our data consists of timestamp when it is recorded, latitude, and longitude. We call each record as point afterwards. There are four main steps that have been applied in this work, namely filtering, clustering, trip reconstruction, and trip detection. The idea is to group
points into several clusters and detect connection between those clusters from the GPS record data which will be defined as a trip. In order to make the clustering results reliable, we need to filter the raw data beforehand.

2.1 Filtering
The data that we have contain locations information recorded every 10 minutes in average. It tells us movement of the observed user, regardless whether the user is actually commuting to certain location of interest or staying in their current area.

If the user is commuting to a certain location, the points will form a line when we plot it in Google Earth while it will be a rectangle cluster of adjacent points if the user is actually staying in his area (e.g. office, home, town square, etc.) In this step we want to distinguish these two types of points and keep only those in which the user is not travelling. We want to remove the other points since it will not be relevant for the next step (e.g. Clustering). We called these points as trip points.

We define a point to be a trip point if at the current timestamp the user’s speed is more than a certain value. Intuitively, we want to remove points where the user is speeding.

2.2 Clustering
Having the points filtered, in this step we cluster the remaining points based on their geodistance. Borrowing the idea of Griffin [10], Dbscan algorithm is used [11]. Dbscan algorithm is a clustering algorithm for arbitrary shape clusters. Since in this case the volunteers’ movements inside the houses and industrial buildings can form any shape, dbscan is chosen. Points in each user’s record are clustered individually. Hence the resulting cluster is specific to a particular user. This approach could be further modified considering all points for all observed users in order to have more general cluster such as residential area, work area, instead of personal houses and office buildings.

After the clustering process is completed, we label the clusters using a set of rules. We use three labels namely home, work, and other. First rule is that a work area will have stay time less than equal eight hours in a day while the second rule is that home cluster will be the densest cluster. The second rule is motivated by an assumption that people tend to stay longer at their house compare to other places and meanwhile they don’t move a lot around the house. Hence the home cluster will be very dense.

2.3 Trip Reconstruction
With several clusters formed, we consult the original data (unfiltered data) to reconstruct trips based on its timestamp order. Intuitively, this process should be done individually for each user in order not to confuse it with other users’ sequence of points. If there is n number of clusters found, then there will be as many as 2 permutation of n types of trip purposes. Figure 1 summarizes the described procedures.

![Figure 1. Trip Purpose Detection Workflow](image-url)
2.4 Trip Detection
The purpose of this step is to build a model for an automatic categorization of trip purpose. The result from the previous step will be used as input data. Decision tree will be utilized for the training. For further information on decision tree used in this work, it is recommended to study [12]. A set of features is defined beforehand, as follow:
1. Duration of stay in the area
2. Start time
3. Home location (average values from Home cluster)
4. Distance of start point to Home cluster
5. Distance of end point to Home cluster
6. Distance of start point to Work cluster
7. Distance of end point to Work cluster

3. Result and Discussion
The GPS data for this work is obtained from a total of 123 volunteers who have carried the GPS logger everywhere they move. Duration of successfully recorded movement for each user varies from 1 day to 3 months. The data which are in .txt format are

3.1 Filtering
In this stage we removed points where the user is moving fast or with vehicle as we aim to keep only points where the user is not travelling. The speed is calculated from division of distances of two concurrent GPS point by difference of the timestamp. Implemented in Java [13], in addition to the filtering procedure, a specific function is created to generate the result in CSV format. These CSV files were then converted into KML format by using an online csv-to-kml converter to be able to view it in Google Earth [14]. There are many online csv-to-kml converters such as [15]. Google Earth was preferred for its ability to read input from files as well as many other useful features which will potentially be useful for next step of the research. Table 1 shows number of points before and after the filtering process.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Before</th>
<th>After</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>78</td>
<td>7237</td>
<td>5311</td>
<td>0.733868</td>
</tr>
<tr>
<td>49</td>
<td>3386</td>
<td>1538</td>
<td>0.454223</td>
</tr>
<tr>
<td>109</td>
<td>6529</td>
<td>4780</td>
<td>0.732118</td>
</tr>
<tr>
<td>118</td>
<td>5849</td>
<td>4473</td>
<td>0.764746</td>
</tr>
<tr>
<td>88</td>
<td>4655</td>
<td>3218</td>
<td>0.6913</td>
</tr>
</tbody>
</table>

From the five random sampled user, it is shown that the percentage of filtered points over all initial points vary from 45 to 76 percent. Figure 2 and Figure 3 illustrates the filtering result for one of the users.

![Figure 2. Google Earth View of User Movements Before Filtering](image-url)
3.2 Clustering

Dbscan algorithm is implemented for the clustering stage. \texttt{MinEps} = 0.0015 and \texttt{MinPts} = 10 are applied by default for all users. \texttt{MinEps} is minimum distance or radius for the cluster while \texttt{MinPts} is the minimum number of points that need to be present in the radius to deem it as cluster. Several values of \texttt{Eps} have been applied before. This variation will produce different number of groups or clusters. If we set it too large, it will tend to produce large size cluster. This might cause problem in the labelling step. We may lose some important information as one cluster will be labelled as one single type of cluster only. Thus, we have to make sure that we don’t merge two or more area types in one cluster. This clustering and the following stages were implemented in Matlab [16].

Figure 4 depicts the difference obtained by two different values of \texttt{MinEps}. The red cluster in the centre of the left figure is broken down into several smaller clusters, shown by the figure next to it. Next step is to label the resulted clusters. Using the given rules, clusters are identified as either home, work, or other.

3.3 Trip Reconstruction

Given several clusters with their labels obtained from previous step, we can construct trips by consulting the original data before we filter it. Having each point in filtered data labelled, we apply the following algorithm to construct the trip.

The function \texttt{GetPoints} will return all points in original data between these two labelled points (there might be some points in between the two points that have been removed by the filtering). Figure 5 shows one example of a reconstructed trip. Line 1 to 5 is a trip of type 3 which is a trip from work to home. Given this information, it is trivial to infer the trip purpose.
For $i \leftarrow 1$ to number of each point in filtered data
If $i=1$
    Skip
Else
    If $\text{label}[i] \neq \text{label}[i-1]$
        GetPoints(start, end)

Using three types of labels namely work, school, and other, we will have 6 kinds of trips as follow:
1. Home-Work
2. Home-Other
3. Work-Home
4. Work-Other
5. Other-Home
6. Other-Work

3.4 Training
Done with the complete procedures of trip purpose detection, we now aim for a model to automate it. We treat the obtained label and the trip as our training data for a classification algorithm. Here decision tree is used with the help of a function called classregtree from Matlab. Considering the sample size and computational power, $k=3$ was chosen in the $k$-fold cross validation. A test performed using 3-fold cross validation was conducted by a self-implemented function where the accuracy was also calculated by computing the percentage of the true prediction compared with the number of tested points. It yielded an accuracy of 75%.

4. Conclusion
A step by step method has been described in section 3.1 to 3.4. This is another approach for automatic derivation of trip purpose from GPS record data. Utilizing the power of Dbscan clustering and some useful features as well as a simple algorithm, we can construct a trip and infer the trip purpose.

There is a large space to be filled for improvement. In the current work, a specific cluster for each user is built. It is very interesting to know how the result will be if we generate the cluster
generally, for all users. Hence, we might also have a general model for the automate trip detection given the cluster is generally defined.

Furthermore, instead of DbScan that can only incorporate spatial feature, we might want to apply other algorithm that will be able to incorporate more features besides spatial features.

In terms of the automate trip detection, we can try to use different classification algorithm. Lastly, since here the training data comes from a processed trip, the next challenge would be how to build model that would allow us to use raw data and automatically generate the trip purpose.
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