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Clustering algorithms can be used to build geographic mapping systems to 
determine crime-prone locations. This study aims to establish a geographical 
mapping system to determine crime-prone locations that can help police 
control certain locations that often occur crime and provide information to 
people in crime-prone locations. Criminal groups are calculated based on crime 
data from November 2018 to October 2019 which occurred in 9 districts in 
Kudus Regency. The crime grouping process uses the k-means method used 
to classify based on regional vulnerability and uses a weighted product method 
that functions as a vulnerability ranking that is vulnerable to crime selection. 
The grouping results obtained from this study are that there are 1 very 
vulnerable area, 5 areas in the vulnerable category, and 3 safe areas. While 
the weighted product method produces Melatilor area as a vulnerable area to 
be defeated by a score of 0.182093. This research provides benefits for the 
public to see crime-prone areas so that they can be more vigilant, while for the 
police to analyze crime so as to speed up the process of resolving crime and 
increase and improve crime prevention measures. 

  
1. Introduction 

Crimes are unlawful acts that refer to human actions, as well as people's views of what is permitted and permitted 
in law. Crime is a problem for people in the world from time to time and the steps needed to eradicate crime from the 
world. Current police strategies work to protect crimes after crimes occur [1]. Administration and maintenance at the 
police station can be made more efficient and effective with the analysis of assistance data that can help law 
enforcement officials improve the crime resolution process [2]. All government departments around the world give top 
priority to security and focus on limiting the occurrence of crime. In committing crimes, criminals have the maximum 
utilization of new practices and innovations [3]. The ongoing pandemic is increasing the number of crime cases. 
Disasters that occur cause damage to humans, damage to economic assets, and often occur due to widespread looting 
and difficult to resolve in the community. Natural disasters that occurred in Chile increased the incidence of theft by 
15% -30% relative to areas not directly related to the constant impact for 4 years after the disaster [4]. The number of 
crimes that occur with time and place and various types of crime, it is difficult for the community to determine the location 
of crime-prone areas and locations that are safe from crime. One solution to improve security in cities is to provide more 
support in public spaces to stay safe [5]. Increasing the number of crimes Becomes a problem in social aspects such 
as work, health, and education [6]. The main challenge that is corrected by all police organizations where data is 
recorded and corrected is not necessary to increase crime data. Complicated and much data is difficult to solve because 
it requires difficulty and requires a long time [7].  Analysis of crime data can help law enforcement to speed up the 
process of crime resolution [1]. 

Grouping crime is a good strategy in improving planning and improving crime prevention [6]. The emergence of 
the field of prediction of crime, find facts that show geographical patterns. These patterns can be useful for predicting 
crimes before they occur and allow the police to take proactive actions [8]. Geo-based crime analysis tools used by 
communities for areas that are vulnerable to crime problems [9]. Geographical mapping can provide insights about 
handling crime in cities, allocating resources to law enforcement agencies, and improving the environment that is built 
to prevent crime [10]. 

Mapping the area involving most of the areas mentioned, different areas also have different potential [11]. In this 
case, the K-algorithm means a grouping that is used to group crime areas based on the standard of crime that occurred 
in the region. Clustering is a data mining technique used for grouping data objects into clusters so that the data needed 
by each cluster is different [12]. Research for risk analysis of killings using the K-mean concludes that homicide declined 
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from 2009 to 2018, and could be used to improve fighting methods [13]. According to [14] the K-means algorithm can 
be visualized using Google Maps for a more interactive and easier use. From existing research using only K-means 
grouping techniques based on defiance that occurs, crime also has several specific alternatives in ranking crime-prone 
actions based on criteria needed by users, this research combines with weighted product methods. 

Weighted product method is a ranking method that uses multiplication to link attribute ratings, on the rating of 
each attribute must be raised first with the weight of the attribute in question [15]. Based on the relative standards stated 
in the percent weighted product method is known to have an average of 35.75% while the SAW method has an average 
of 12.64% [16]. In this study, the weighted product method is used to rank locations of crime-prone areas with criteria 
sorted by priority of interest. Weighted product method is used to calculate the ranking of several crime-prone locations 
based on predetermined criteria, namely the number of crime incidents, population density and street lighting levels. 
The system of determining crime-prone locations using the K-means algorithm can classify crimes based on the types 
of crimes that occur in certain areas that can be visualized using GoogleMaps. However, with the limitations of the K-
mean algorithm which can only group data, it can be combined with the weighted product method that can be used by 
users to filter crime data based on certain criteria so that they can determine the level of regional vulnerability based on 
the type of crime. 

 
2. Research Method 
2.1 Research subject  

The subject in this research is how to implement the K-Means clustering algorithm and weighted product to 
determine crime-prone locations so that it can make it easier for the community or the police to control certain locations 
that often occur criminal acts and provide information to the public at crime-prone locations based on criteria that have 
been determined. 

 
2.2 K-Means Clustering 

Clustering is a data mining technique used to group data objects into clusters so that the data held by each cluster 
is different [12]. Grouping is an analytical method used for grouping data objects into grouping data needed by each 
different grouping and this grouping can be categorized as a hierarchical grouping [17]. Clusters are collections of data 
objects that are similar to each other in the same cluster and are different from objects in other clusters. The grouping 
method commonly used is K-Means [18]. 

The K-Mean algorithm is simple to implement and runs relatively quickly, is easily resolved, and is of general use 
in practice [19]. K-means is used to develop decision support systems to improve safety using a multi-step process. 
[20]. So cluster analysis is generally given data that is in one cluster that has a high level of expectation, and data that 
is in various clusters is low [21]. The k-means algorithm is very easy to implement, mostly in the implementation of very 
large data that can also overcome the data difficulties that are needed [22].  

The basic process of clustering with k-means consists of six steps, the first step is an initialization, which is to 
determine the value of k as the number of clusters desired and the desired metric (distance) metric. For example, if you 
want to group into 5 clusters, then k = 5. 

The second step is to determine the cluster center randomly. Then the third step counts each data to the center 
of the cluster Mathematically illustrated in Equation 1. 
 

dik= √∑ (Cij − Ckj)
2m

j  (1) 

 
In the fourth step that is grouping data into clusters with the shortest distance, then calculate the new cluster 

center using Equation 2. 
 

Ckj =
∑ xij

p
i=1

p
 (2) 

 
In the last step, step six repeats step two to step four so that no more data is moved to another cluster. 

 
2.3 Weighted Product 

Weighted Product Method is a ranking that uses multiplication to link attribute ratings, where the rating of each 
attribute must be raised first with the weight of the attribute in question [15].  The Weighted Product method requires a 
normalization process because this method multiplies the results of the assessment of each attribute(taufik 2019). 
Weighted product methods can provide alternatives with multiplication to link the attribute ratings that aim to provide 
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the best alternative results [23]. Calculations using the Weighted Product (WP) method must go through the following 
stages: 

First give weights (w) for each attribute needed, then the second step to make weights improvements. Weights 
can be fixed by the following Equation 3. 
 

Pk =  
wj

∑ wj

 (3) 

 
Group each criterion into cost criteria or profit criteria. The higher the value of the profit criteria, the better the 

results, while the higher the cost criteria, the results will be lower. The value of w  is positive for the profit criteria and 
negative for the cost criteria. 

The third stage is to multiply the value of each criterion xi which has been raised with the weight that has been 
fixed to produce vector s, the notation in Equation 4. 

 

si =  xi
Pk (4) 

 
The fourth or final step is to calculate vector v with Equation 5 which will be used to obtain the ranking results.  
 

vi =  
si

∑ s
 (5) 

 
3. Results and Discussion 
3.1 K-Means calculation 

The first step is to group data on crime-prone locations, which are sub-districts in Kudus regency based on the 
type of crime category using the k-means clustering method. In this research, a case study of crime data is used in 
Kudus regency.  Data on crime incidents can be seen in Table 1. The data used are data of criminal acts from November 
2018 to October 2019 which occurred in 9 districts in Kudus regency. 

 
Table 1. Crime Data 

Districts  Em Ct Cr Fr Be Ga 

Kudus 13 12 9 15 9 12 
Jati 0 3 1 1 1 2 
Undaan 1 1 1 1 0 0 
Kaliwungu  1 1 2 1 0 2 
Gebog  0 1 0 1 1 4 
Dawe 0 1 2 0 0 2 
Bae 1 0 0 1 0 1 
Jekulo 0 1 1 0 1 2 
Mejobo  0 1 0 0 0 4 

 
• The first iteration 

Determine the number of clusters be 3. 
 

• Determination of the initial cluster center 
Determine the cluster center at random which can be seen in Table 2. 

 
Table 2. New Cluster Center 

Districts  Em  Ct  Ct  Fr  Be  Ga  

Jati 0 3 1 1 1 2 
Kudus 13 12 9 15 9 12 
Bae 1 0 0 1 0 1 

 
• Calculation of the distance of each data to the cluster center 

Calculate the distance of each crime data with the initial center of the cluster table using Equation 1. 
 

C(1,1)  = √(13 − 0)2 + (12 − 3)2 +  (9 − 1)2 +  (15 − 1)2 +  (9 − 1)2 + (12 − 2)2 =  25,96151 
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C(1,2) = √(13 − 13)2 + (12 − 12)2 + (9 − 9)2 + (15 − 15)2 +  (9 − 9)2 +  (12 − 12)2 = 0 

 

C(1,3)  =  √(13 − 1)2 + (12 − 0)2 +  (9 − 0)2 + (15 − 1)2 +  (9 − 0)2 +  (12 − 1)2 =  27,69476 

 
   The calculation continues until the 9th data. The results of the calculation of the distance of each data to the 
initial center of the cluster are in the Table 3. 
 

Table 3. Calculation of Data Distance to the First Iteration Cluster Center 

C0 C1 C2 

25,96151 0 27,69476 
0 25,96151 3,605551 

3,162278 27,38613 1,732051 

2,645751 26,28688 2,44949 
3 26,36285 3,464102 

2,645751 27,29469 2,828427 
3,605551 27,69476 0 
2,236068 27,25803 2,44949 
3,316625 27,22132 3,464102 

 
• Data grouping 

The results of distance calculation will be compared with the closest data distance chosen by the cluster center, 
this distance cluster shows the data that has the shortest distance in one group. Table 4 shows the grouping of data 
obtained. 

 
Table 4. Cluster Data Grouping 

Districts C0 C1 C2 Cluster 

Kudus 25,96151 0 27,69476 C1 

Jati 0 25,96151 3,605551 C0 

Undaan 3,162278 27,38613 1,732051 C2 
Kaliwungu  2,645751 26,28688 2,44949 C2 
Gebog  3 26,36285 3,464102 C0 
Dawe 2,645751 27,29469 2,828427 C2 
Bae 3,605551 27,69476 0 C2 
Jekulo 2,236068 27,25803 2,44949 C0 
Mejobo  3,316625 27,22132 3,464102 C0 

 
After grouping members from each cluster, then creating a new cluster center to be calculated based on data 

from each cluster member. Iteration continues in the same way until there are no changes to the data in a cluster. 
K-means grouping using crime data using rapid miner with an initial cluster number of 3 clusters, resulting in 5 

items for cluster 0, 1 item for cluster 1 and 3 items for cluster 2. The results of grouping using fast miners can be seen 
in Figure 1 Meanwhile, Figure 2 shows a graph of crime in Kudus that occurred in each district. 
 

 
Figure 1. K-Means Calculation Results 

  Label 
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Figure 2. Graph of Crime  

 
3.2 Weighted product calculation 

Hazard level criterion data is used to calculate rankings on the weighted product method. In the process of ranking 
the weighted product method, the criteria used are the criteria for the number of criminal cases that occur in Table 5, 
population density in Table 6, and in Table 7 the criteria for distance from the nearest police station. 
• Criteria for the number of crime incidents 

The criteria for crime incidents are the number of criminal incidents that occurred in the area in Kudus regency. 
 

Table 5. Criteria Incidents 

Category Code 

<5 incidents 1 
5 -10 incidents 2 
> 10 incidents 3 

• Population density criteria 
The criterion for population density is the number of houses in the area where crime is prone. 

 
Table 6. Criteria Population Density 

Category Code 

< 5 houses 1 
5 -15 houses 2 
> 15 houses 3 

 
• Distance criteria 

The distance criteria used is the distance between the crime scene and the nearest police station. 
 

Table 7. Criteria Distance 

Category Code 

< 1,5 km 3 
1,5 km – 3 km 2 

> 3 km 1 

 
Decision making gives preference weights to the following criteria for many events, population density and 

distance: W = (50, 20, 30) 
Data on beating crime can be seen in Table 8 as a sample to calculate which sub-district ranking is more prone 

to beating crime. 
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 Table 8. Beating Sample Data 

Crime scene Amount  Population  Distance 

Kauman kudus 2 3 1 
Keramat kudus 1 2 2 
Demaan kudus 2 2 1 
Melati lor kudus 3 2 1 
Glantengan kudus 1 2 1 
Terban jekulo 1 1 3 
Loram kulon jati 1 2 3 

 
The weighting improvement is calculated using Equation 3 from the previous preference W = (50, 20, 30). wjis 

the weight w index to j. So for w1 is 50, w2 is 20 and  w3is 30. ∑ wj is the sum of w. The calculation of weight is: 

 

w1 =
50

50 + 20 + 30
= 0,5 

 

w2 =
20

50 + 20 + 30
= 0,2 

 

w3 =  
30

50 + 20 + 30
= 0,3 

 
The next stage is the calculation of vector s using Equation 4 by multiplying the value of each criterion raised 

with the weight that has been fixed. The vector s calculation is: 
 

𝑠1 = 20,5 × 30,2 × 10,3 = 1,76173 
 

𝑠2 =  10,5 × 20,2 × 20,3 = 1,414214 
 

𝑠3 = 20,5 × 20,2 × 10,3 = 1,624505 
 

𝑠4 =  30,5 × 20,2 × 10,3 = 1,989604 
 

𝑠5 =  10,5 × 20,2 × 10,3 = 1,148698 
 

𝑠6 = 10,5 × 10,2 × 30,3 = 1,390389 
 

𝑠7 = 10,5 × 20,2 × 20,3 = 1,597138 
 

Then after determining the vector value using Equation 5 that will be used is to calculate Preferences (𝑉i) for 

ranking. The results of Calculating 𝑉iare Preference can be seen in Table 9. 

 

𝑉1 =
1,76173

1,76173 + 1,414214 + 1,624505 + 1,989604 + 1,148698 + 1,390389 + 1,597138
= 0,161238 

 
Table 9. Preference 

Preference Value 

V1 0,161238 

V2 0,129432 

V3 0,148679 

V4 0,182093 

V5 0,105132 

V6 0,127252 

V7 0,146174 
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From the above calculation, the value of 𝑉4 determines the greatest value so that in other words 𝑉4 is the highest 

alternative with the weight given by the decision-maker for the selection of the most prone to crime. 
 
4. Conclusion 

The results of this research discussion show the information system for determining crime-prone locations that 
were built with K-means Clustering is able to classify the level of rioting locations of crime that have occurred in Kudus 
Regency. Geographic based crime grouping is a good strategy in improving planning and improving crime prevention. 
This system can make it easier for the police to regulate certain locations that often occur criminal acts and provide 
information to people prone to crime in accordance with the requests that have been determined. Clusters form three 
groups namely vulnerable, vulnerable, and safe. While the product weighting method can be used to rank crime-prone 
locations that are wanted by users based on weighting and selection of crime assistance policy, population subsidence, 
and distance from the nearest police office. The test results show the system can work well according to design. The 
results of manual calculations with calculations using the system have the same results as the system can be accepted 
valid. The results of the grouping obtained from this study there are 1 very vulnerable area, 5 areas in the vulnerable 
category, and 3 safe areas. While the weighted product method produces Melatilor area as a vulnerable area to be 
defeated by a score of 0.182093. This research provides benefits for the public to see crime-prone areas so that they 
can be more vigilant, while for the police to analyze crime so as to speed up the process of resolving crime and increase 
and improve crime prevention measures. 

Suggestions for further research development are broader uses in other areas of serious concern, such as the 
grouping and mapping of pandemics that are currently taking place, providing information to communities where 
pandemic events are more prevalent. 
 
Notation  
The example of notation can be described with the following description: 
dik  : object distance i and k 
Cij : coordinates of object i on dimension j 

𝐶𝑘𝑗 : coordinates of object 𝑘 on dimension 𝑗 

𝑖 : 1, 2, 3, ..., m 
𝑗 : 1, 2, 3, ..., n 
𝑘 : 1, 2, 3, ..., k 
𝑥𝑖𝑗 : a record 𝑖 of each document selected as a member of the cluster  

𝑝 : number of cluster members to 𝑘 
𝑃𝑘 : the value of weighting improvement to 𝑘 
𝑤𝑗 : weight value to 𝑗 
∑ 𝑤𝑗 : the total value of weight 𝑗 

𝑠𝑖 : vector value of 𝑠  to 𝑖 
𝑥𝑖  : 𝑖 value criteria 
𝑣𝑖  : vector value 𝑣 
∑ 𝑠 : the number of vector values  𝑠 
Em  : embezzlement of valuables 
Ct  : theft with another incriminating case 
Cr  : motor vehicle theft 
Fr  : fraud 
Be  : beatings 
Ga  : gambling 
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