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In image retrieval, the user hopes to find the desired image by entering another 
image as a query. In this paper, the approach used to find similarities between 
images is feature weighting, where between one feature with another feature 
has a different weight. Likewise, the same features in different images may 
have different weights. This approach is similar to the term weighting model 
that usually implemented in document retrieval, where the system will search 
for keywords from each document and then give different weights to each 
keyword. In this research, the method of weighting the TF-IIF (Texton 
Frequency-Inverse Image Frequency) method proposed, this method will 
extract critical features in an image based on the frequency of the appearance 
of texton in an image, and the appearance of the texton in another image. That 
is, the more often a texton appears in an image, and the less texton appears 
in another image, the higher the weight. The results obtained indicate that the 
proposed method can increase the value of precision by 7% compared to the 
previous method.  

  
1. Introduction 

Currently, the development of image retrieval methods can be classified into two categories, namely CBIR 
(Content-Based Image Retrieval) and TBIR (Text-Based Image Retrieval) [1]. In CBIR, an image search technique that 
is similar to a query done by recognizing the patterns contained in the two images being compared. This pattern can be 
formed through the extraction of color features, textures, margins, and so on [2][3][4][5][6][7]. However, this method is 
more suitable if implemented on object detection. Because in CBIR, the similarity of patterns is an absolute requirement 
that must be met to be able to say that the two images have similarities. Terms are not suitable if implemented in image 
retrieval, because each user can use a different query image to find the same image. Likewise, a user can use the 
same query to find a different image. Figure 1 shows an example of the disadvantages of using CBIR techniques in 
image retrieval. 

 

 
Figure 1. Errors that Often Occur in CBIR Technique 

  
In the example above, the user uses the image of a lion sitting on a dry grass field as a query to find an image 

containing another lion. However, because what is more prominent in the image is the golden yellow pasture, CBIR will 
display another image that has a similar pattern to the query image, i.e. the image is dominated by golden yellow. This 
is one of the disadvantages of using CBIR in image retrieval. 

Some features that are often used to perform image retrieval in CBIR methods include color, shape, texture, and 
depth. The color feature is the most popular and most accessible to use to describe an image. J. Huang uses this 
feature to index an image dataset. He uses a 3-dimensional table based on the color and distance between pixels in an 
image to compile the index table [8]. The use of color to look for similarities between the two images is done by 
comparing the color channels of the pixels owned by the first image and the second image. If many pixels have the 
same color, then the image is said to be similar. 
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For specific images, batik, for example, color features are less reliable. This is because the colors used in batik 
images tend to be uniform. Moreover, what distinguishes between 1 type of batik with other types of batik is not the 
color, but the style or motif. Therefore, besides color, texture features also have an essential role in this case. Julesz 
researched the use of texture features in image retrieval. He analyzed the interaction of texton to recognize patterns in 
an image. A texton can be composed of several pixels. The results showed that the use of simple statistical methods in 
texton could be beneficial for extracting textures in an image [9]. Other studies on the use of textures and image retrieval 
were carried out by Liu. In his paper, Liu proposed a matrix based on the appearance of a texton in an image. Liu used 
4 Textons in his research. The matrix produced from the four Textons then arranged into a histogram. 

The histogram is then given the name MTH (Multi Texton Histogram) [10]. The weakness of the MTH method 
proposed by Liu is that it cannot wholly describe the texture in an image. This is because MTH only uses local features, 
and when searching for pixel pairs that appear together using texton, there is missing information, which may be useful 
for describing an image. The weakness of MTH was later refined by Agus Eko in his research. Agus Eko proposed the 
Multi Texton Co-occurrence Descriptor (MTCD) method based on MTH. MTCD uses 6 Texton to extract texture features 
in an image. With the use of more texton, MTCD managed to overcome the weaknesses of MTH [11]. 

Whereas in TBIR, each image is given a label or caption in the form of text that contains an explanation of the 
image. With the help of this text, the system can determine the right image to display to the user [12][13][14][15][16]. 
Although this technique can provide an exact retrieval result, the necessity to give a caption to each text is a weakness 
of the TBIR technique. Attempts to adapt the method that is usually done to text retrieval in image retrieval have been 
made several times. Yu Suzuki took a very similar approach to this research, namely adapting the term weighting model 
in text retrieval. However, Yu only paid attention to the color histogram that had gone through the previous quantification 
process. The model proposed by Yu proved to be a failure because the resulting precision value was shallow [1]. 

In this research, a method of merging between CBIR and TBIR is proposed to conduct image retrieval. Where 
an image will be identified through a feature extraction approach with the appearance of texton (texton co-occurrence), 
then, the extracted feature will be weighted using the term weighting model, which is often used in text retrieval. 
However, because the feature used is the appearance of texton in the image, the weighting method proposed in this 
research is given the name TF-IIF (Texton Frequency-Inverse Image Frequency). This method will extract critical 
features in an image based on the frequency of the appearance of texton in an image, as well as the appearance of the 
texton in another image. That is, the more often a texton appears in an image, and the less texton appears in another 
image, the higher the weight.  

 
2. Research Method 

In general, the system workflow starts with processing the image of the dataset using the proposed method. This 
processing will produce indexing tables which will be saved in CSV format. The same thing is done for the query image. 
Processing the query image using the proposed method will produce a vector, or commonly called the Vector Space 
Model (VSM). Later, the vector will look for similarities with other vectors in the indexing table using cosine similarity. 
Figure 2 and Figure 3 will show the system workflow in more detail. 

Figure 3 shows in more detail about the method proposed in this research. As discussed in the previous chapter, 
in terms of feature extraction, this method is inspired by the MTCD method [11]. In MTCD, there are three features 
extracted, namely color, edge and texture. However, in the method proposed in this research, only two features are 
used (namely color and edge). Texture feature is not used because, in MTCD, the texton detection process is only done 
on these two features. 

There are four main stages in the method proposed in this research, namely quantification, identification of texton, 
texton weighting, and calculating similarity. The following will be explained in more detail about these stages. 
 
2.1 Quantization 

The quantization is the process of simplifying or grouping the values of a pixel in an image. This process is carried 
out to reduce the variation in values in an image as is known, that a color image is composed of 3 color layers, namely 
red layer, green layer, and blue layer. Each pixel in each of these layers has a range of values between 0 to 255, where 
0 means black and 255 means red, green, or blue. 

A color image will have very different pixel values (0-255). This will be quite difficult when the image is compared 
in similarity with other images. Therefore, this quantification process is needed. In the process of quantification, the 
value of each pixel in an image will be grouped into several bins. So that the variation in value will decrease. Figure 4 
below will show the image quantification process that has been described previously. 

In Figure 4, for example, bin number 8. That is to say, the value of each pixel will be grouped into eight sections. 
Because each pixel has values ranging from 0 to 255, this means: values from 0 to 31 will be changed to 1, values from 
32 to 63 will be changed to 2, values from 64 to 95 will be changed to 3, values from 96 to 127 will be changed the 
value is 4, the value 128 - 159 will be changed to 5, the value 160-191 will be changed to 6, the value 192 - 223 will be 
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changed to 7, and the value 224 - 255 will be changed to 8. Referring to research [11], the number of bin that will be 
used in this paper is 4 for color features, and 18 for edge features. 

 

 
Figure 2. Proposed Method Position in Research Diagram 

 

 
Figure 3. Proposed Method Diagram 

 

 
Figure 4. The Example of the Quantization Method 

 
This quantification process will be carried out on the two features used in this research, namely the color features 

(color) and the edge (edge) by first splitting the image into three layers (red, green, blue). In this research, the Sobel 
method is used to extract the edge features. After the three layers have been quantified, the three will be combined 
again until they form 1 whole image again. This merging process is done using Equation 1. This merged image will later 
be used as input parameters in the texton identification stage. 
 

𝑐 = (𝑏 × 𝑔 × 𝑟) + (𝑏 × 𝑔) + 𝑏 (1) 

 
Where 𝑐 is the combined pixel value, 𝑏 is the pixel value on the blue layer, 𝑔 is the pixel value on the green layer, 

and 𝑟 is the pixel value on the red layer. 
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2.2 Texton Identification 
The next stage is texton identification. Texton is a pattern that will later be convoluted in the image to detect the 

appearance of a similar value on neighbouring pixels. Six types of Texton will be used in this research, as can be seen 
in Figure 5. While the process of Texton identification can be seen in Figure 6. 

 
Figure 5. Textons that Used in this Research 

 

 
Figure 6. The Convolution Process Uses Texton Type 1 and 2 

 
In Figure 6, it is shown the process of identifying texton used in this research. A zero matrix will be created first 

with the same dimensions as the original image. Then each type of Texton will be convoluted from the top left end of 
an image to the bottom right end. If there are pixels that have the same value according to the texton pattern used, then 
that value will be moved to the zero matrices that have been prepared. The final result of this process is six matrices 
that already contain the values resulting from the identification of texton. These matrices will be used at a later stage. 
 
2.3 Texton Weighting 

This stage was inspired by Yu's research on the adaptation of term weighting to image retrieval [1]. Each texton 
that has been identified in the previous stage will act as a feature that will be weighted using Equation 2. 
 

𝑊𝑖 = 𝑇𝐹𝑖 × 𝑙𝑜𝑔
𝑁

𝐼𝐹𝑖
 (2) 

 
where, 𝑊𝑖 is the weight of texton i, 𝑇𝐹𝑖 is the frequency of appearance of texton i in an image, 𝑁 is the sum of all 

images in the dataset, and 𝐼𝐹𝑖 is the number of images containing texton i. Thus, the number of bin used at the 
quantization stage, as well as the number of textons used at the texton identification stage will affect the number of 
features i weighted. In this paper, a bin number of 4 is used for color features (after combined, the 64 different values 
in a pixel is created), and 18 for edge features. While the number of textons used to identify co-occurrence is 6. 
Therefore, the total number of features to be weighted is (64 x 6) + (18 x 6) = 492 features. After calculating the weights 
of all identified feature, the weights will be arranged in an indexing table to facilitate the process of calculating the 
similarity at a later stage. 
 
2.4 Calculate Similarity 

The final step is to calculate the similarity between the query image and the image in the dataset. To calculate 
it, the Cosine Similarity method is used in Equation 3 below. 
 

𝑠𝑖𝑚(𝑑,𝑞) =
∑ (𝑊𝑑𝑘 ×𝑊𝑞𝑘)
𝑖
𝑘=1

√∑ (𝑊𝑑𝑘
2 ×𝑊𝑞𝑘

2)𝑖
𝑘=1

 
(3) 
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where, 𝑠𝑖𝑚(𝑑,𝑞) is the similarity value between the image of the query q with the dataset image d, 𝑊𝑑𝑘 is the 

weight of texton k in image d, and 𝑊𝑞𝑘 is the weight of texton k in image q. 

 
3. Results and Discussion 
3.1 Dataset 

There are two datasets used in this research. The first dataset is Batik300 which has 300 batik images divided 
into 50 categories (each category has six images). This dataset was chosen because batik image has quite complex 
and repetitive details so that it is considered suitable for the application of the proposed method. Examples of images 
contained in this dataset can be seen in Figure 7. 

The second dataset is the Corel-10k dataset. The Corel-10k dataset has 100 categories. In total there are 10,000 
images from diverse content such as beach, elephant, sunset, flower, car, fruit, food, lion, wolf, fish, mountain, door, 
etc. Each category consists of 100 images with a size of 192 x 128 or 128 x 192 pixels. All images in this dataset are in 
JPEG format. Figure 8 shows some examples of images in the Corel-10k dataset. 
 

 
Figure 7. The Example of Images in the Batik 300 Dataset 

 

 
Figure 8. The Example of Images in the Corel-10k Dataset 

 
3.2 Test Results 

There are two test scenarios conducted in this paper. The first scenario is to compare the precision value of the 
results of the TF-IIF method with MTH-4 (Multi Texton Histogram - 4 textons) [17][18][19] and MTH-6 (Multi Texton 
Histogram - 6 textons) [20][21][22]. The MTH method extracts color and edge features from an image, then uses the 
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help of Texton to detect the appearance of the same value from neighboring pixels. After that, the similarity between 
the query image and image in the dataset will be measured using Canberra distance. The difference between MTH-4 
and MTH-6 only lies in the number of textons used. 

 
Table 1. The Measurement Results of the Precision Value of TF-IIF vs MTH 

Method 
Precision 

Batik300 Corel10k 

MTH-4 0.85 0.44 
TF-IIF (4 textons) 0.86 0.49 

MTH-6 0.88 0.47 
TF-IIF (6 textons) 0.90 0.53 

 
This first test uses two different datasets, namely Batik300 and Corel-10k. For Batik300, the query image is 

arranged by taking one image from each category. So that it will be composed of a set of query images totaling 50 
pieces. As for Corel-10k, ten images were taken from each category to create a 1000 image query set. The precision 
value is calculated by observing the 5 top-ranked images for Batik300 dataset, and 12 top-ranked images for Corel10k 
dataset that were successfully retrieved by the method used. 

Table 1 shows the results of the tests carried out. It can be seen that the TF-IIF method is able to outperform the 
MTH method, both when paired with 4 Texton, and 6 Texton. In fact, in the Corel-10k case, the TF-IIF method was able 
to outperform the MTH method even though the number of textons used was smaller. 

The second test carried out was to pair the feature extracted by the TF-IIF method with the feature extracted from 
the GLCM (Gray Level Co-occurrence Matrix) method. GLCM is a first and second-order statistical method used by 
Haralick to extract texture features from an image [23]. The GLCM method used in this second test refers to Minarno's 
research which produces four values, namely entropy, correlation, energy, and contrast [24][25].  
 

Table 2. The Test Results when the TF-IIF is Paired with the GLCM Method 

Method 
Precision 

Batik300 Corel10k 

GLCM 0.88 0.51 
MTCD (MTH-6 + GLCM) 0.92 0.55 

TF-IIF + GLCM 0.93 0.62 

 
Just like in the first test, in this second test, Batik300 and Corel-10k datasets were re-used. Table 2 shows the 

results of the comparison performed. It can be seen that the TF-IIF method is also able to outperform both the GLCM 
method and the MTCD method. To note, MTCD method is a feature extraction method that combines the MTH-6 method 
with the GLCM method [11]. The total features extracted by the GLCM method are 16 features (4 features for entropy, 
4 for correlation, 4 for energy, and 4 for contrast). While on MTCD, the total features extracted amounted to 98 (64 color 
features, 18 edge features, and 16 features from GLCM). While for TF-IIF + GLCM, 508 extracted features (384 colour 
features, 108 edge features, and 16 features from GLCM) were produced. 
 
4. Conclusion 

The TF-IIF method proposed in this paper is a combination of two approaches in image retrieval, namely CBIR 
and TBIR. The TF-IIF method still retains the characteristic of CBIR, namely the extraction of features from the content 
of an image, then combined with the method of weighting the features usually performed on the TBIR approach. The 
results obtained from the test show that the TF-IIF method is able to outperform several previous methods, both for 
images that have a repetitive pattern (such as batik images), as well as for varied images (such as Corel-10k). 
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